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TOM TAT— Hé thong khuy&n nghi c6 giai thich (Explainable Recommendation Systems - ERS) khong chi cung cip cac dé xuit
phtt hgp ma con kém theo 1o gidi thich rd rang, gitp ting tinh minh bach va dé tin ciy tir ngwdi dung. Bai viét nay khao sat cac
phuwong phép giai thich chinh trong ERS, bao goém giai thich dwa trén mé hinh, giai thich sau khi ra két qua va giai thich theo
hwéng ngwoi dung, dong théi phan tich cac cong trinh tiéu biéu rng dung SHAP, LIME, PEPLER-D, GaVaMoE va G-Refer. Két
qua khdo sat chi ra nhiéu thach thicc quan trong, nhw han ché trong mé hinh héa s thich phirc tap, chi phi tinh toan cao khi st
dung LLMs, hién twong “do giac” trong giai thich, thiu cac tiéu chi danh gia dinh lwgng, cling nhw rui ro bao méat dit liéu ca
nhan. P& khic phuc cic thach thirc, cic hwdng phat trién dwoc dé xuit bao gdm: t8i wu hda chi phi tinh to4n va kha ning mé&
rong, ddm bao tinh nhat quan va chit lwgng giai thich, cd nhan héa 1o giai thich theo nguwoi ding, két hop da phuwong phap giai
thich d€ ting tinh toan dién, va xay dung cic co ché bao méit va dao dirc trong hé thdng khuyén nghi cé giai thich. Nghién ctru
nay cung cip cai nhin tdng quan hé thdng ERS, dinh huéng cho cic cdng trinh tiép theo nhdm nang cao chit lwong va trng dung
thuec tién cta ERS trong nhiéu linh vuc.

Tir khéa— Hé théng khuyén nghi c6 gidi thich, gii thich dwa trén mo hinh, giai thich sau khi ra két qud, giai thich theo hwéng
ngwoi dung.

I. GIO'I THIEU

Hé théng khuyén nghi (Recommender System - RS) di xuit hién tir gitra nhitng nim 1990 nhim giai quyét vdn dé
qud tai thong tin trong méi trwdng s6. Ngay nay, véi sw phat trién manh mé cida tri tué nhén tao (Al), cac hé thong
RS da c6 thé phan tich lwgng dir liéu khdng 16 tir hanh vi va s& thich ca nhan dé dwa ra cic ggi y phi hop véi tirng
ngudi ding. Hau hét cac cdng ty cdng nghé 16n déu da tich hop RS vao san phdm clia minh nhim t6i wu héa trai
nghiém nguwoi dung: Amazon dé xuit san pham dwa trén lich sit mua sam, Netflix va YouTube str dung RS dé goi y
ndi dung phu hop véi s& thich ca nhan, trong khi Facebook trng dung RS dé dé xuit ban bé, trang theo déi hodc
noi dung quan tam [1].

Mt nhanh quan trong ctia RS 1a hé thdng khuyén nghi cé giai thich ERS, dwgc phat trién nhdm cung cip sy minh
bach va tinh giai thich trong qua trinh ra quyét dinh cta hé thong. Khdng giong nhw cac hé théng RS truyén thong
chi don thuin dwa ra khuyén nghi ma khéng giai thich 1y do, ERS c¢6 kha nang cung cip théng tin chi tiét vé cach
hé théng tao ra cac dé xudt, gidp ngwoi dung hiéu dwoc co s clia cac quyét dinh nay. Diéu nay khong chi gitp tang
cuwong sv tin twdng cia nguwoi dung doi véi hé thong ma con nang cao mirc dd chip nhin va twong tac véi cac
khuyén nghi dwgc dwa ra. Dic biét, trong cac linh viec quan trong nhu tai chinh, y té va gido duc, sw minh bach
trong quyét dinh c6 thé d&nh hwéng truc tiép dén hiéu qua st dung hé théng, hd tro ngudi dung dwa ra lwa chon
chinh xac va hop ly hon [2].

Viéc ap dung ERS mang lai nhiéu lgi ich dang ké trong viéc t6i wu hoa trai nghiém ngudi ding cling nhw cai thién
chat lwgng khuyén nghi. Triwdc hét, tinh minh bach ma ERS mang lai gitp ngwdi dung hiéu ré 1y do tai sao mot san
phdm hodc dich vu dwoc dé xudt, tir d6 ciing ¢d niém tin vao hé théng. Khi ngwdi dung c6 thé ndm bat cach thirc
hoat dong cta hé thong khuyén nghi, ho sé cdm thiy an tim hon khi dwa ra quyét dinh dwa trén cac goi y nay.

Bén canh dd, kha nang ca nhan hoéa loi giai thich déng vai tro quan trong trong viéc nang cao trai nghiém nguwoi
dung. Thay vi chi nhin cac khuyén nghi mét cach thu dong, ngwoi dung cé thé diéu chinh va tinh chinh s& thich
clia minh dua trén cic yéu t6 ma hé thong dwa ra, tir d6 nhin dwoc nhirng goi ¥ sat véi nhu ciu thue té hon. Diéu
nay ddc biét hitu ich trong cac nén tang thwong mai dién ti, dich vu phat tryc tuyén hodc mang xa hdi, noi nguoi
dung mong mudn c6 sw linh hoat trong viéc lwa chon ndi dung.

Ngoai ra, ER cling gop phan ting cwong tinh céng bang va gidm thiéu sai 1éch trong hé théng khuyén nghi. Viéc
cong khai cac yéu t6 anh hwdng dén quyét dinh gitp phat hién va han ché tinh trang thién vi trong mé hinh, qua
d6 dam bao rang cac goi y khong bi anh hwéng béi nhirng dinh kién khong mong mudn. Pic biét, trong cac tng
dung nhay cdm nhw tuyén dung, tai chinh hay chdm séc sttc khoe, tinh minh bach nay gitp han ché cac quyét dinh
khong céng bing hodc sai léch c6 thé gay hau qua tiéu cuc.

C6 hai loai mé hinh gidi thich la m6 hinh ndi tai va mé hinh khéng phu thudc. M6 hinh néi tai lién quan dén viéc
xay dung cac md hinh cé kha nadng giai thich ngay tir bén trong mo hinh, c6 nghia lIa ban than mé hinh dwoc xay
dwng sao cho c6 thé cung cip thong tin vé ly do ra quyét dinh ma khong cin thém bat ky co ché nao bén ngoai.
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Khac véi mo hinh noi tai, phwong phap nay khong can thiép vao qua trinh ra quyét dinh ctia hé théng ma chi cung
cAp 1o gidi thich sau khi khuyén nghi da dwoc tao ra [3].

Mic du cac hé théng ERS da mang lai nhiéu loi ich trong viéc cai thién tinh minh bach va hiéu qua ctia hé théng
khuyén nghi, nhwng vin con mot sé thach thitc 16n cin dwoc giai quyét. Mot trong nhirng van deé co thé ké dén 1a
danh gia chat lwong loi giai thich. Hién nay, chwa c6 mot tiéu chudn chung nao dé xac dinh mot 1o giai thich 1a tét
hay khong, va tiéu chi nay c6 thé thay doi tuy theo ngit canh st dung. Diéu nay dit ra yéu ciu cin c¢é nhirng phwong
phéap danh gia khach quan, két hgp giita danh gia tw dong va phan hoi tlr ngwoi dung thuwe té. Ngoai ra, viéc da
dang héa cac phwong phap giai thich cling 1a mot vAn dé quan trong. Khéng phai ngudi dung nao ciing c6 cung
mot cach ti€p cin hodc mirc dd hi€u biét vé hé théng, do do6 cin c6 cic phwong phap gidi thich linh hoat, pht hop
véi tirng ddi twong ngwdi ding khac nhau. Mot s8 ngudi c6 thé thich 1o giai thich trwc quan bang do thi hodc hinh
anh, trong khi nhitng ngudi khac c6 thé can cac dién giai bang van ban hodc quy tic logic ro rang. Cac van dé lién
quan dén quyén riéng tw va dao dirc cling cidn dwoc xem xét khi trién khai hé théng ERS. Viéc cung cip loi giai
thich chi tiét vé cach hé thong hoat ddng cé thé vo tinh tiét 16 thong tin cd nhin hoic chién lwgc kinh doanh cta to
chttc. Pidu nay doi héi sw can bang giita tinh minh bach va bao vé quyén riéng tw, thdng qua cac co ché kiém soat
quyén truy cip va quan ly dir liéu mot cach hop ly.

Trong béi canh hién nay, viéc phat trién cac phwong phap hiéu qua nhdm cung cap 101 gidi thich rd rang cho ca
nguoi dung va nha thiét ké hé thong la moét yéu cu cip thiét. Cac hé thdng khuyén nghi c6 giai thich khéng chi
gitp nang cao tinh minh bach ma con déng vai tro quan trong trong viéc thu thip va xt ly phan hoi tir ngudi dung,
g6p phan cai thién chat lwgng va d tin ciy clia hé théng. Tuy nhién, nhu da dé cip, van ton tai nhiéu thach thic
can dwgc gidi quyét dé t6i wu héda hiéu qua ctia cdc phwong phap giai thich.

Dé& di sau vao phan tich linh vwc nay, bai viét da thuc hién mot khao sat tai liéu toan dién. Qua trinh tim kiém va
lrra chon tai liéu duoc thwre hién mot cach cé hé théng, dua trén cac tiéu chi lwa chon tai liéu chit ché nhim dam
bao tinh khoa hoc, d6 tin ciy va cip nhéat cia thong tin.

Diu tién, tinh chuyén mén va hoc thuit la wu tién hang dau. Bai viét tp trung vao cac céng trinh khoa hoc uy tin,
cht yéu tir ndm 2007 dén 2025, dd dwoc duyét va xuit ban tai cic hoi nghi hang dau trong cong dong khoa hoc
may tinh va tri tué nhan tao. Cu thé, cac tai liéu tir ky yéu ctia NeurIPS, KDD, SIGIR, AAAI ICCV, cuing v&i cac tap
chi chuyén nganh danh tiéng nhw IEEE Transactions on Knowledge and Data Engineering, User Modeling and
User-Adapted Interaction, va ACM Transactions.

Thit hai, d€ ddm bado ndi dung ludn cap nhat va ndm bt dwoc nhitng xu hwédng méi nhat, nghién ctru da bd sung
cac bai bao tién xuit ban tir arXiv. Diéu nay giip bai viét phan anh kip thoi nhirng thong tin va phat trién tién
phong ngay khi chiing dwoc chia sé rong rii trong cdng dong khoa hoc.

Thit ba, vé pham vi va ndi dung, nghién ctru da tip trung vao cac khia canh c6t 16i cia linh virc. Cu thé cac tai liéu
dwoc lwa chon xoay quanh cac phwong phép giai thich cho hé thdng khuyén nghi, 1am ré vai tro ngay cang ting
ctia mé hinh ngdn ngit 1ém, phan tich co ché attention va cac ky thuat giai thich m6 hinh hop, cling véi cdc phwong
phap két hop da dang khac.

V&i muc tiéu phan tich chuyén siu cic khia canh trén, bai viét dwoc t6 chirc thanh cic phin sau:
Phian II: Trinh bay cic phwong phap phd bién trong hé théng khuyén nghi cé giai thich;
Phian III: Tong hop cac cdng trinh nghién ciru lién quan;
Phan [V: Dataset trong hé thdng khuyén nghi cé giai thich;
Phan V: Dé xuit cdc hwéng phat trién trong twong lai.
II. CAC PHU'O'NG PHAP GIAI THICH TRONG HE THONG KHUYEN NGHI

A. MODEL-BASED EXPLAINABILITY (GIAI THICH DU'A TREN MO HINH)

Giai thich dwa trén md hinh (Model-Based Explainability) hwéng dén viéc thiét k€ cdc md hinh véi kha nang tw
giai thich tir bén trong, nhitng phwong phap nay gitip “mé hop den” cia md hinh va cung cip cac bang chirng noi
tai cho quyét dinh [2].

Giai thich dwa trén mé hinh mang lai nhiéu lgi ich quan trong trong hé théng khuyén nghi. Trwéc hét, phwong
phép nay ddm bdo tinh minh bach cao, khi 1&i gidi thich dwgc rut trich trwc ti€p tir mé hinh, giip ngudi dung hiéu
ro cach hé théng dwa ra khuyén nghi, tir d6 ting mirc do tin ciy va sy chap nhin. Bén canh do, loi giai thich phan
anh chinh x4c cdch mo hinh hoat déng, tranh dwoc sai 1éch c6 thé x4y ra. Ngoai ra, viéc c6 dwoc théng tin giai thich
ngay tir bén trong hé théng gitip cac nha phat trién dé dang diéu chinh mé hinh, tir d6 cai thién hiéu suit va chat
lrgng khuyén nghi.

Tuy nhién, phwong phap nay ciing tén tai mot s6 han ché nhit dinh. M6t trong nhitrng nhwoc diém 1én 1a han ché
vé kha ning ap dung, khi cdc m6 hinh phirc tap nhw mang no-ron sau hay ma tran phan ra khé cé thé cung cip 1oi



Tran Nguyén Minh Hiéu, Tran Vin Lang, Nguyén Qudc Huy 3

giai thich truec ti€p do ban chat "hop den" clia chiing. Hon nita, dé ddm bao kha ning dién gidi, cAc m6 hinh c6 thé
phai dwoc thiét ké don gidn hon, diéu nay c6 thé 1am gidm do chinh xac so véi cadc phwong phap toi wu hda hoan
toan theo hiéu suit. Cudi cung, phwong phap nay doi hoi thiét k€ mé hinh dic thu ngay tir ddu, khién viéc trién
khai tré nén kho6 khan hon.

C6 nhiéu hwéng tiép can theo phwong phap nay, c6 thé ké dén nhuw sau:

1. FEATURE IMPORTANCE ANALYSIS (MU’C PO QUAN TRONG CUA CAC PAC TRUNG)

Phuwong phap dugc sit dung dé do lwong va danh gid mc dé6 dong gép cla tirng dic trung (feature) vao két qua
duw doan ctia mo hinh hoc may. Néi cach khac, né gidp xac dinh nhirng dic treng nao anh hwdng manh nhit dén
quyét dinh ctia mé hinh.

Muc dich ctia phwong phap nay 1a phan tich tim quan trong clia cac dic treng nhdm hiéu rd hon vé qua trinh ra
quyét dinh ctia mé hinh, tir d6 gitp cai thién tinh minh bach va kha ning giai thich.

Mot trong nhitng ky thuét tiéu bi€u dwoc dp dung trong phwong phap nay la SHAP (Shapley Additive Explanations)
[4]. SHAP str dung gia tri Shapley, xuat phat tir ly thuyét tro choi hop tic, d€ dinh lwong mot cach cong bing dong
gop cua tirng dic trung vao két qua dw doan ctia mo hinh, tir d6 cung cAp mot 1¢i gidi thich cé co s& 1y thuyét virng
chéc.

Gi4 tri Shapley ctia mot dic trung dwoc tinh bang cach x4c dinh déng gép can bién trung binh ctia dic trung d6 déi
v&i du dodn cia mod hinh, tinh qua tat ca cac cach sdp x&p c6 thé clia cac dic trung. Cong thirc chung dé tinh gi4 tri
Shapley cho ddc trung i trong tap cac dac trueng N nhw sau:

SILANT = IS] = 1)!
IS11(l I|N|I! =D s u @) - £)]

®i=

SEN{i}

e Nlatip hop tit ca cac dic trung,

e Slacactap con cua N khong chira ddc trung i,

e f(S)lagia tri dw doan ciia md hinh khi chi s dung tap cac dac trung S,

e f(Su{i}) lagiatri dw doan khi thém dic trung i vao tip S,

e |SI!'va (IN|-IS]-1)! 12 cac hé s6 trong s6 dé dam bao rang mdi cach sdp x&p cac dic trung duoc tinh dén
mot cach cong bang,

e |N|!1a giai thira clia téng s6 dic trung.

Y nghia ctia cdng thitc 12 d6i véi mdi tap S khong chiva dic trung i, tinh s thay d6i trong duw doan khi thém i vao S,
sau d6 trung binh cac déng gép nay qua tat ca cac tip con S, véi trong s6 twong ing véi s6 thi tw cé thé ctia S. Qua
dé, gia tri Shapley thé hién mirc d6 déng gop trung binh cla dic treng i vao dy dodn ciia md hinh.

K§ thuat nay hoat dong bang cach tinh todn déng gop trung binh ctia mbi dic trwng d6i véi két qua du doan, thong
qua viéc xem xét tit ca cic t6 hop con clia cac dic treng. Nho d6, SHAP cung cip kha ning phan tich cuc bd, tic 1a
giai thich chi tiét tirng dw doan bang cach phan chia két qua thanh cac phan dong gép cla tirng dic trung sao cho
tdng cac gia tri nay khép véi dw dodn ban dau.

Hon nita, SHAP thoa mén cac tinh chat Iy thuyét quan trong nhw tinh chinh xac cuc b, tinh phu thudc don gian va
tinh nh4t quan, diéu nay lam cho 1&i gidi thich tré nén dang tin ciy va c6 co s& ly thuyét vitng chic. Uu diém cia
SHAP ndm & kha ning cung cAp mot cach cong bang va nhit quan dé phan chia déng gdp cda tirng dic trung, kha
nang ng dung rong rai trén nhiéu loai mé hinh khac nhau.

Tuy nhién, SHAP ciing d6i mit véi mot s6 thach thiec, chdng han nhw dd phirc tap tinh toan cao do cin xem xét tat
ca cac t6 hop con cta dic trueng, khé khan trong viéc xi 1y cac dic treng ¢ méi twong quan cao, va tham chi 1a
viéc chuyén ddi cac gia tri dinh lwgng thanh 1oi giai thich dé hiéu cho ngudi dung.

2. ATTENTION-BASED (MO HINH CHU Y)

Co ché “attention” 1a mét ky thut giip mo hinh tip trung vao cac phin quan trong cta dit liéu dau vao khi thuc
hién tac vy, thay vi xt 1y toan bd dir liéu mot cach dong déu. Pidu nay twong tw nhw cach con ngwdi tip trung vao
nhitng thong tin cn thiét khi doc hodc quan sét, bé qua nhitng chi tiét khdng quan trong [5].

Trong ngit cadnh hé thdng khuyén nghi c6 giai thich, cach tiép cin nay khong chi cai thién hiéu suit dw dodn ma
con cung cap thong tin minh bach, cho thiy nhitng phan dit liéu nao da dwoc wu tién khi dwa ra dé xuit.

Cac trong sd attention c6 thé dwoc trwc quan héa (vi du: dwéi dang heatmap) d€ chi ra cac yéu to nhuw lich st twong
tac, danh gia cia nguwdi dung, hay cac diac diém san phdm nao déng gép nhiéu nhit vao quyét dinh dwa ra khuyén
nghi. Diéu nay gitp “md& hop den” ctia m6 hinh hoc sdu va cung cip 1oi giai thich trwc quan cho nguwoi dung.
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Mic du dwoc trec quan héa, nhwng cac trong sd attention khong trwc tiép phan anh 1y do ra quyét dinh theo cach
ma phu thudc nhiéu vao ciu tric dir liéu va viéc hiéu chinh moé hinh.

3. LATENT FACTOR INTERPRETATION IN MATRIX FACTORIZATION (DlﬁN GIAI YEU TO TIEM AN TRONG
PHAN TiCH MA TRAN)

Matrix Factorization, hay con goi la phan rd ma tran, la mot ky thuat trong hoc may dwoc st dung rong rai trong
cac hé théng khuyén nghi, dic biét 1a trong loc céng tac. MOt ma tran dai dién cho twong tac gitra ngwoi dung va
san phdm (vi du: diém danh gia, lwot xem, lwot mua) dwoc phin ra thanh hai ma trn yéu hon, thwdng 1a ma tran
biéu dién cac dic trung tiém 4n clia ngwdi diing va mdt ma tran biéu dién cac dic trung tiém an ctia san pham.

Trong bai bdo “Matrix Factorization Techniques for Context-Aware Collaborative Filtering Recommender
Systems: A Survey” cla tic gia Mohamed Hussein Abdi ciing cong sw [6] cho thiy ring cac ky thuat Matrix
Factorization khéng chi déng vai tro chinh trong viéc dw doan khuyén nghi ma con la cong cu hitu hiéu dé€ "mé
hop den" cia hé thdng thong qua viéc gidi thich cac latent factors - tir 6 cung cip cho ngwoi dung ly do cu thé va
c6 cidn c cho cac dé xuit dwoc dwa ra.

Phuwong phap phan rd ma trin gitp hé thdng hoc dwoc cic latent factors - tirc 1a cac dic trng tiém 4n mo ta sé&
thich clia ngudi diing va cac thudc tinh ciia san pham. Khi cic yé&u t6 nay cé thé lién két véi cac dic tinh dé hiéu
nhu thé loai phim, phong cach mua sam, hoic cac dic trung ngit canh, ching tré thanh co sé dé giai thich ring
“khuyén nghi ndy dwoc dwa ra vi ban c6 sé thich cao vé [yéu td cu thé]”.

Trong béi canh hé thdng khuyén nghi cé ngit canh, ma trin twong tic dwgc mé rong (thuwong dwédi dang tensor)
dé€ bao gom thém thong tin nhw thoi gian, dia diém hay trang thai cdm xuc. Viéc phin ri cac tensor nay giup trich
xudt ra cac latent factors gin lién véi ngit canh, tir d6 cung cap 1&i gidi thich rdng “san phdm nay phi hop véi ban
vao thoi diém/dia diém hién tai vi né dap &rng nhu ciu theo b6i canh cia ban”.

Bai bao ciing néu ra cac bién thé clia phin ra ma tran (nhw non-negative matrix factorization hay cac rang budc
b6 sung) nhdm muc tiéu 1am cho cac latent factors tré nén trwc quan va dé dién giai hon. Khi cac latent factors
duoc thiét k& d€ twong quan truc ti€p voi cac dic treng da biét clia dir liéu, hé thdng c6 thé giai thich rang “loi
khuyén nghi xuit phat tir nhitng dic treng cu thé ma ban quan tim”.

Maic du viéc phan rd ma tran cho phép truy xut cac latent factors hitu ich, nhwng bai bao ciing chi ra ring viéc giai
thich cac y&u t6 nay van gip khé khin do ching khéng luén dé 4nh xa vé&i cac thudc tinh truec quan. Pidu nay dit
ra thach thitc cho cac nghién ctru nhim cai tién kha ning dién giai clia cac latent factors thong qua cac k§ thuat
rang budc hodc két hop véi dir liéu ngoai lai.

B. POST-HOC EXPLAINABILITY (GIAI THICH SAU KHI RA KET QUA)

Phuwong phép giai thich sau khi c¢6 két qua (Post-Hoc Explainability) 1a mdt cach ti€p cin trong hé théng khuyén
nghi nhadm cung c4p 1oi giai thich sau khi hé théng di dwa ra khuyén nghi cho ngwoi dung. Thay vi thiét k&€ mé hinh
v&i kha nang tw giai thich ngay tir ddu, phwong phap nay phan tich va dién giai két qua tir cAc md hinh di c6, dic
biétla cac md hinh phitc tap nhw deep learning hay matrix factorization [7].

Phuwong phap Post-Hoc Explainability mang lai nhiéu loi ich dang ké trong hé thdng khuyén nghi. Mot trong nhirng
wu diém quan trong 1 kha nang 4p dung cho nhiéu mé hinh phitc tap ma khéng can thay doi ciu tric bén trong,
gitp duy tri tinh linh hoat va tiét kiém chi phi trién khai. Hon nita, phwwrong phap nay c6 thé dé& dang tich hop vao
cac hé théng khuyén nghi da c6 sin, cho phép cung cip 1oi giai thich ma khong anh hwéng dén hiéu suit cia md
hinh géc. Ngoai ra, né con tao ra cic loi giai thich linh hoat, c6 thé tiy chinh theo nhu ciu ctia ngwoi dung, gitap cai
thién trai nghiém va mic do tin ciy déi véi hé thong.

Tuy nhién, phwong phap nay ciing ton tai mot s6 han ché nhat dinh. Do hoat dong nhw mot 1ép dién giai bén ngoai,
Post-Hoc Explainability khdng phan 4nh hoan toan chinh xac cdch mé hinh géc thwe sy dwa ra quyét dinh, dic biét
khi str dung cdc mé hinh thay thé d€ giai thich. Mét s6 ki thuat nhw phén tich dit liéu phan thwc c6 thé tré nén khé
hiéu d6i véi ngwdi dung khong cé chuyén mon, gy can tré trong viéc ti€p nhin thong tin. Hon nira, néu 1oi giai
thich khong thuwc sw khép véi logic ciia hé thdng khuyén nghi, c6 thé din dén sai léch, lam gidm tinh chinh x4c va
hiéu qua cda qua trinh giai thich.

C6 nhiéu hwéng tiép can theo phwong phap nay, c6 thé ké dén nhuw sau:

1. RULE-BASED EXPLANATIONS (MO HINH GIAI THICH DUA TREN QUY TAC)

M6 hinh dua trén quy tic 1a nhirng hé thong giai thich dwa trén cac quy tic logic ro rang, thwong dwoc biéu dién
duéi dang cac cau “néu - thi”. Cac quy tic ndy dwoc xay dung tir dit liéu hoic dwoc x4c dinh béi chuyén gia, giup
xac dinh cac diéu kién cu thé dan dé€n mot du doan hoic dé xuit trong hé théng khuyén nghi [2].

Uu diém ctia mé hinh rule-based 1a tinh giai thich cao, cac quy tic dugc xay dung theo cAch ma con ngudi c6 thé
hiéu dwoc, do @6 gitip m& “hdp den” ctia cac hé théng khuyén nghi phirc tap. Tuy nhién, ciing c6 han ché la kha
niang m& rong kém khi dir liéu tré nén qua phirc tap va twong tac gitva cac dic trung khong dwoc thé hién day da
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qua cac quy tic don gian. Diéu nay c6 thé dan dén viéc tao ra s6 lwgng 16n cac quy tic, lam gidm tinh téng quat cia
mo hinh.

Bai bdo “A Survey of Explanations in Recommender Systems” clia dong tac gid Nava Tintarev va Judith Masthoff
[8], da néu lén giai thich dwa trén quy tic dwoc xem 12 mot trong nhitng huéng tié€p can cha dao nhdm lam ré co
sé& logic ding sau cac khuyén nghi. Cc quy tic c6 thé dwoc xay dung dwa trén dit liéu lich stt, khai thac cic mau
mdi lién hé hodc dua trén kién thirc chuyén mén cla tirng viing mién. Céng trinh nghién ctru nhdn manh rang giai
thich dwa trén quy tic mang lai tinh minh bach va dé hiéu cao vi ching phan anh truec ti€p cAc mdi quan hé logic
da dwoc dinh nghia sdn. Tuy nhién, ho ciing lwu ¥ ring khi hé théng tré nén phitc tap, cac quy tic don gian cé thé
khong du dién ta day dd cac mdi lién hé giiva cac dic trung, tir d6 c6 thé can két hop véi cadc phwong phap giai
thich khic dwgc cung cip cai nhin toan dién hon.

2. COUNTERFACTUAL EXPLANATIONS (MO HiNH GIAI THICH PHAN THUC)

Counterfactual Explanations 1a mot co ché giai thich trong Explainable Al tip trung vao viéc chi ra nhirng thay doi
can thiét d6i voi dau vao dé thay déi dw doan ctia m6 hinh. Néi cach khac, né tra 1oi cAu hoi: "Néu dau vao khac di
nhu thé nao thi két qua duw doan sé khac?" [9].

Counterfactual explanations dwa ra cac kich ban “néu - thi”, vi du: “Néu gia tri chia dic treng X ting 1én 10% hoic
dic treng Y gidm di, thi két qua dw doan sé thay ddi tir A sang B”. Diéu nay gitup nguwoi dung hiéu dwgc yéu td ndo
d6ng vai tro then chét trong quyét dinh cia mé hinh.

Phuwong phap nay thwong dwoc stv dung d€ lam sdng té ranh gidi gitra cac 16p dy doan trong cac bai todn phan
loai va giup nguoi dung nhin dién cac dic treng ¢6 anh hwéng manh mé. N6 cling gidp dwa ra cac khuyén nghi cai
thién, chang han nhv “dé dat duwgc két qua mong mudn, ban can thay déi dic trung nay nhu thé nao”.

Counterfactual explanations mang lai nhitng loi ich quan trong khi cung cdp mot cach ti€p cin truc quan, gitp
ngudi ding dé dang nhan thay ring suw thay ddi cu thé ciia mot hodc vai dic trung dau vao cé thé dan dén su thay
d6i dang ké trong du doan ctia m6 hinh. Nher d6, né gitp lam sang té cac yéu td then chét quyét dinh két qua, hd
trg viéc hi€u va cai tién hé théng. Tuy nhién, viéc tao ra cac kich ban phan thwc kha thi va c6 y nghia thuc tién van
gip nhiéu khé khan, dic biét 1a khi cac dic treng ¢ méi twong quan chit ché, khién viéc diéu chinh mot yéu t6 c6
thé gy anh huéng dén cac yéu t6 khac. Hon nira, ddm bao rang cac 1oi giai thich nay thwc sw phan anh chinh xac
co ché ra quyét dinh ctia m6 hinh 1a mét thach thirc 16m, doi hoi sw nghién ctru va cai tién lién tuc.

3. SURROGATE MODELS (MO HiNH THAY THE)

Surrogate Models, hay con goi 1a mo hinh thay thé [9], 12 cAc md hinh don gidn dwgc xy dung dé x4p xi hanh vi
cia mdt mo hinh phirc tap (thwong 1a "hop den") trong mét viing 1an can cta dau vao cu thé. Y twéng co ban 13,
thay vi c8 gdng hiéu toan bd ciu truc va co ché hoat ddng ciia mot mo hinh phitc tap, ching ta c6 thé huin luyén
mot mé hinh don gidn, vi du nhw mé hinh tuyén tinh hay ciy quyét dinh, d€ mé phdng hanh vi cia mo hinh géc
xung quanh mot diém dir liéu cu thé. Qua do, cac hé s6 ctia mo hinh thay thé c6 thé dwoc sir dung d€ giai thich tac
déng cia cac dic trung d6i voi de doan ctia mo hinh phirc tap.

C6 hai loai mé hinh thay thé chinh:

e Mo hinh thay thé toan cuc (Global Surrogate Models): C8 gng x4p xi toan bd mo hinh géc trén khong gian
dau vao.

e M5 hinh thay thé cuc bd (Local Surrogate Models): Chi tip trung vao viéc mé phong hanh vi cia mé hinh
gOc trong mot viing nhd quanh mot diém dir liéu cu thé.

C. USER-CENTRIC EXPLAINABILITY (GIAI THICH THEO HUONG NGU'O'I DUNG)

Giai thich theo hwéng nguwoi dung tip trung vao nhu ciu va su hiéu biét cia ngwdi dung. Thay vi chi cung cAp mot
1o gidi thich c6 dinh, phwong phéap nay diéu chinh 1&1i gidi thich dwa trén dic di€ém c4 nhan cla tirng nguwoi dung,
gitp ho d& dang hiéu va tin twéng hon vao hé théng khuyén nghi [8].

Nh¢ vao khéd ndng ca nhin héa 1o giai thich theo nhu ciu cla tirng ca nhan, phwong phap nay gitp ting cuwdong sw
hiéu biét va tin ciy clia ngwdi dung ddi vai hé théng. Dong thoi, cai thién trai nghiém nguwdi dung khi cho phép ho
tw diéu chinh cac yéu t6 anh hudng dén khuyén nghi, tao cdm gidc kiém soat tot hon. Dic biét, trong cic linh vuc
nhu tai chinh, y t€ va gido duc, phwong phap nay déng vai trod quan trong trong viéc ho trg' ngwoi dung dwa ra
quyét dinh chinh xac va phu hop hon.

Tuy nhién, phwong phap nay ciing ton tai mot s6 han ché dang ké. P& cd nhin hoa loi gidi thich, hé thdng can thu
thap nhiéu théng tin vé hanh vi va s thich cd nhin, gy ra nhirng lo ngai vé quyén riéng tw. Bén canh d6, viéc tao
ra loi giai thich theo tirng ngwdi dung doi hai chi phi tinh toan cao hon so v&i cadc phwong phap giai thich ¢6 dinh.
Hon nita, do mbi ngudi cé cach hiéu khac nhau, viéc danh gia chat lwong 1oi giai thich tré nén khé khin, khién hé
théng gap thach thirc trong viéc t6i wu héa trai nghiém cho moi déi twong.

C6 nhiéu c4ch ti€p can clia phwong phap nay, c6 thé ké dén nhu sau:
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1. VISUALIZATION-BASED EXPLANATION (GIAI THICH DU’A TREN MO HINH TRU’C QUAN)

Giai thich truc quan déng vai tro quan trong trong viéc ting cuwdng tinh minh bach va kha niang hiéu cua nguwoi
dung ddi véi hé théng khuyén nghi. Theo Mohamed Amine Chatti ciing cong su [10], cdc phwong phép gidi thich
truc quan c6 thé dwgc phén loai theo bdn chiéu chinh: muc tiéu (aim), phan &nh muc dich cta giai thich nhw nang
cao su tin ciy, hiéu qua, hay thuyét phuc ngu¢i dung; pham vi (scope), bao gdm giai thich dau vao (input), quy
trinh x( ly (process) hodc dau ra (output); phwong phap (method), phan theo ky thuat khuyén nghi dwgc st dung
nhw content-based, collaborative filtering, hodc knowledge-based; va dinh dang (format), tap trung vao cach thirc
trinh bay giai thich nhw biéu do (bar chart), ban d6 nhiét (heatmap), ddm may tir (tag cloud) hoic giao dién twong
tac (interactive visualization). T4c gia cling nhan manh ring cac thiét ké giai thich truc quan can ddm bao tinh dé
hiéu, tinh nhat quan va phu hop véi ngit cdnh ciia ngwdi dung, nham nang cao mitc do tin ciy va trai nghiém téng
thé khi st dung hé thdng khuyén nghi.

2. PERSONALIZED EXPLANATION (GIAI THiCH CA NHAN HOA)

Personalized Explanation trong hé théng khuyén nghi cé giai thich dé cip dén viéc tao ra cac loi giai thich dwoc
ca nhan hoéa dwa trén dic di€m, s thich va hanh vi cla tirng ngwoi dung. Thay vi cung cAp mot 1¢i gidi thich chung
chung cho tit cd moi ngudi, phwong phap nay tin dung dit liéu ca nhan (vi du: lich st twong tac, s& thich, théng
tin nhan khiu hoc, va ngit canh st dung) dé xay dung 1o gidi thich cu thé, cé y nghia va dé hiéu cho tirng c4 nhan
[11].

Cac co ché ctia personalized explanation thwdng bao gom:

e Tuy chinh ndi dung giai thich: Chon loc cic dic trung quan trong dwa trén hd so ngwdi dung dé gidi thich
vi sao mot dé xuit lai dwoc dua ra.

e Hoc prompt cd nhin héa: Trong cic hé thong s dung cdc mo hinh ngdn ngit 1ém (LLMs), cic prompt dau
vao dwgc diéu chinh dya trén thong tin ngwdi dung dé kich hoat cac 1o giai thich phu hop véi ngir canh
ca nhan.

e K&t hop cac ky thuat giai thich: Cac phwong phip nhu attention-based hay latent factor analysis c6 thé
dwoc str dung dé xac dinh nhirng yéu td quan trong nhat ddi véi tirng ngwdi dung va tich hgp ching vao
1o giai thich.

3. INTERACTIVE EXPLANATIONS (GIAI THICH TUONG TAC)

Interactive Explanations 1a phwong phap giai thich dwoc thiét ké theo hwéng twong tac, cho phép ngwoi ding
khong chi nhan dwoc 1o giai thich tinh ma con c6 thé twong tic d€ kham pha thém céc chi tiét hoic diéu chinh
théng tin giai thich theo nhu ciu ca nhén [9].

Thay vi chi nhidn mét 1&1i giai thich duy nhat, hé thdng sé cung cip cac cong cu twong tac nhw giao dién tryc quan,
biéu d6 c6 thé nhip chudt, hodc hé thdng ddi thoai, gitip ngwoi dung cé thé dit cau hoi, trao ddi va diéu chinh cac
thanh phén cda loi gidi thich. Nhe d6, ngwdi diung 6 thé kham pha chi tiét tirng yéu t6, hiéu ré hon vé co s ra
quyét dinh ctia md hinh, tir 46 ndm bat mdi lién hé giita cac dic trung va két qua dw dodn. Muc tiéu clia phwong
phap nay la ting cwong tinh minh bach, xay duwng niém tin va tao diéu kién cho viéc ca nhin hoa loi gidi thich theo
tirng ngit canh va nhu ciu cu thé ciia ngudi dung.

I1I. CAC CONG TRINH NGHIEN CU’U LIEN QUAN

A. MODEL-BASED EXPLAINABILITY (GIAI THICH DUA TREN MO HINH)

Trong phwong phap giai thich nay, c6 thé no6i dén bai bio “Knowledge-Aware Explainable Reciprocal
Recommendation” clia tac gia Kai-Huang La cling cOng sw [12], cdng trinh nghién ctru tAp trung vao viéc phat trién
hé théng khuyén nghi d6i &ng (Reciprocal Recommender Systems - RRS), dwgc tng dung rong rii trén cic nén
tang trwc tuyén nhu hen ho va tuyén dung. RRS nhidm dap (tng dong thoi nhu ciu cla ca hai bén trong qua trinh
khuyén nghi. Tuy nhién, do tinh chit dic thu ctia nhiém vu nay, dit liéu twong tac thwong khan hiém hon so véi
cac nhiém vu khuyén nghi khac. Cac phwong phép hién tai cht yéu dwa trén khuyén nghi theo ndi dung, nhwng
thwong md hinh héa thong tin vin ban tir mot goc nhin théng nhat, dan dén khé khin trong viéc ndm bt y dinh
riéng biét cia mdi bén, han ché hiéu suat va thiéu tinh giai thich.

DE khic phuc nhitng han ché nay, bai bao dé xuit mot hé thdng khuyén nghi ddi rng c6 kha nang giai thich va
nhén thic kién thirc (Knowledge-Aware Explainable Reciprocal Recommender System - KAERR) (Hinh 1). Hé
théng nay mo hinh héa cac dwong dan siéu dir liéu (metapath) gitta hai bén mot cach doc 1ap, xem xét quan diém
va yéu cau riéng cla tirng bén. Cic metapath khac nhau dwoc két hop thong qua co ché dwa trén sw chd y, trong
dé6 trong s6 chu y tiét 16 s& thich tir hai goc nhin va cung cip giai thich cho cic khuyén nghi déi v&i ca hai bén. Cac
thi nghiém trén hai tip dit liéu thwc té tir cac b6i canh khac nhau cho thdy m6 hinh dé xuit vwet troi so véi cac
phwong phap tién tién hién tai, dong thoi cung cip 1y do thuyét phuc cho cic khuyén nghi déi véi ca hai bén.
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Hinh 1. M6 hinh hé théng KAERR

Tuy nhién, bai bao cling chi ra mot sd thach thirc cin dwgc gidi quyét. Mot trong nhirng thach thirc chinh 13 viéc
phét trién mot phwong phap c6 thé vieot qua s khan hiém ctia cac tin hiéu song phwong va pht hop véi bi canh
twong ho. Dieu nay doi hoi phai mé6 hinh hoéa théng tin vin ban tir hai phia mot cach doc 14ap, thay vi tir mot goc
nhin théng nhat, d&€ ndm bit dwoc y dinh riéng biét cia méi bén.

Nhitng tién bd vuot bac trong cAc moé hinh LLMs d3 mé ra nhitng huéng ti€p cAn méi nham tao ra cac giai thich
giong con nguoi trong hé thdng khuyén nghi, tir d6 thic diy sw phat trién ctia cac hé thong khuyén nghi cé giai
thich dwa trén LLMs. Mt trong nhitrng cong trinh tiéu biéu 1a bai bdo "Language Models are Few-Shot Learners"
ctia Tom B. Brown ciing cong sw [13], gi¢i thiéu GPT-3 - mé hinh ngén ngit 1ém véi 175 ty tham s6, dwoc xay dung
dwa trén kién truc Transformer. Cong trinh nay khéng chi danh ddu bwdc tién quan trong trong linh vuc xt 1y
ngdn ngit tw nhién ma con mé ra nhiéu tiém niang ¢ng dung LLMs trong cac hé thong Al giai thich dwgc. Tuy nhién,
viéc rng dung LLMs van ton tai nhiu thach thirc, dic biét lién quan dén hiéu ning, dao dirc va kha ning giai thich.
Nham khic phuc cic han ché ndy, nhiéu nghién ctru da dwgc thuc hién d€ nang cao do tin ciy va kha ning tng
dung ctia cAc m6 hinh LLMs trong thuc tién, tiéu biéu c6 thé ké dén nhuw sau:

Bai bao “GaVaMoE: Gaussian-Variational Gated Mixture of Experts for Explainable Recommendation” cua tac gia
Fei Tang cung cong sw [14]. Nghién ctru da chi ra cac hé thong khuyén nghi dwa trén mé hinh LLMs hién tai gap
kho khin trong cac viéc 1a m6 hinh hoa sé thich phikc tap gitta nguwdi ding va sdn pham, cd nhan héa cac giai thich
cho tirng nguwoi dung cu thé, xtr 1y tinh huéng khi dir liéu twong tac gitta ngwdi dung va san phim bi thiéu hut.
Coéng trinh nghién ctru da dé xuit khung lam viéc GaVaMoE (Hinh 2)+ dé€ giai quyét cac vin dé trén véi hai thanh
phén chinh la:

e  Mo-dun tai tao danh gia: St dung bd tw ma héa bién phan (VAE) két hop véi M6 hinh hdn hop Gaussian
(GMM) @€ nadm bét cac s& thich phirc tap gitta ngwoi dung va sdn phadm. VAE gitip mé hinh héa céc yéu t6
tiém 4n trong twong tac ngudi dung-san phim, trong khi GMM phin cum ngwdi ding c6 hanh vi twong
tw, tao thanh co ché da cdng dwgc tién huin luyén.

e Tép hop cdc mo hinh chuyén gia chi tiét: Két hop véi co ché da cong, cdc mo hinh nay tao ra cac giai thich
dwoc cad nhan héa cao. M6i cum ngudi ding twong (rng véi mot céng trong co ché da cong, dinh tuyén cip
nguwoi dung-san phdm dén md hinh chuyén gia pht hop, gitp giam thiéu van dé thi€u dir liéu bang cach
tan dung suw twong dong gitra ngudi dung.
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Mic du mé hinh GaVaMoE d3 cai thién dang ké chit lwong giai thich va tinh ca nhan hoéa trong hé thdng khuyén
nghi, nhwng van con mét sé thach thitc cin dwoc giai quyét. Truéc hét, viéc tich hop hai md hinh VAE va GMM
cung vGi co ché da céng lam ting do phirc tap tinh toan, doi hoi tai nguyén 16n hon va cé thé anh hwdng dén kha
nang ma& rong ctia hé thong. Bén canh dé, di mé hinh da cho két qua kha quan trén ba tip dit liéu thwc t€, nhung
kha ning téng quat héa van 1a mot van dé khi 4p dung vao cac linh virc hodc tap dit lidu cé dic diém khac biét dang
k€& so v&i dir liéu hudn luyén. Cudi cung, méc du cac giai thich do mé hinh tao ra mang tinh cd nhan héa cao, nhwng
viéc ddm bao ring chung thuc sy dé hiéu va hitu ich déi véi ngwdi dung cudi van 1a mot thach thitc quan trong can
ti€p tuc nghién ctru.

Bai bdo "Fine-Tuning Large Language Model Based Explainable Recommendation with Explainable Quality
Reward" cla tac gid Mengyuan Yang cung cong sw [15]. Cong trinh nghién ctru da dé xuit moét mo hinh mdai, goi 1a
LLM2ER-EQR, nhdm cai thién chit lwgng giai thich trong hé théng khuyén nghi dwa trén cac mé hinh LLMs. Cac
hé thong goi y truyén théng thudng gip phai ba vin dé chinh: thiéu tinh c4 nhan héa, thiéu nhit quan va dit liéu
giai thich c6 chat lwgng kém. D& khic phuc, nhém tac gia da phat trién hai mé hinh va 4p dung phwong phap hoc
tang cuwong dé tinh chinh mo6 hinh LLM2ER ban d4u, tao ra LLM2ER-EQR (Hinh 3).
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Hinh 3. M6 hinh LLM2ER-EQR

Coéng trinh nghién ctru da dat dwoc nhirng cai tién dang ké trong viéc nang cao chat lwong giai thich trong hé théng
khuyén nghi dwa trén mé hinh LLMs. Cu thé, nhitng déng gép chinh bao gdbm: gilp tao ra cac giai thich ca nhan
héa, thong tin va nhit quan, ngay ca khi di¥ liéu thit nghiém cé chit lwong khéng cao, tinh chinh mé hinh LLM, cai
thién d6 chinh xac va chat lwong cla cac giai thich dwoc tao.

Tuy nhién, nghién cttu ciing chi ra mot s6 han ché va dé xuit hwdng phat trién trong twong lai. Trwéc hét, chit
lwong dit liéu d4u vao van 1a mot yéu t6 quan trong, di mé hinh c6 kha niang xtt ly dit liéu chit lwgng thip, nhing
viéc cai thién dir liéu sé giip nang cao hiéu suit ctia hé thong. Bén canh d6, cin c¢6 thém cac nghién ciru va thi
nghiém trong moi tredong thuc té d€ danh gia hiéu qua va kha nang trién khai cia mé hinh trong cic hé thong
khuyén nghi da dang. Cudi cung, viéc tinh chinh cdc mé hinh LLMs doi hoi tai nguyén tinh toan dang ké, do do,
nghién ctiru cac phwong phap t6i wu hda va gidm thiéu chi phi tinh toan 1a cin thiét d€ ddm bao kha ning mé rong
va rng dung m6 hinh vao thuc tién.

B. POST-HOC EXPLAINABILITY (GIAI THICH SAU KHI RA KET QUA)
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Hinh 4. Mé hinh XRec
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Bai bao “XRec: Large Language Models for Explainable Recommendation” ctia tac gia Qiyao Ma cung cong su [16],
cong trinh nghién ctru gi¢i thiéu mdt mo hinh méi, goi 1a XRec (Hinh 4), nhadm cung cip cac giai thich chi tiét cho
hanh vi cda ngudi ding trong hé théng khuyén nghi. M6 hinh dwgc xay dung bang cach két hop gitra loc cong tac
dwa trén dd thi va mo hinh LLMs dé tao ra cac gii thich toan dién va dé hiéu.

Co ché hoat déng ctia XRec:

e B06 mahda quan hé cong tac (Collaborative Relation Tokenizer): XRec stt dung mot b ma héa dé chuyén
déi cac quan hé gitra ngwoi dung va muc tiéu thanh cac token, gitip LLMs hiéu va xt Iy cadc quan hé nay
mot cach hiéu qua.

e B0 diéu hop két hop (Mixture of Experts Adapter): D& két n6i tin hiéu cong tac v&i ngit nghia ngdn ngit,
XRec 4p dung mot bd diéu hop két hop, cho phép LLMs tao ra cic giai thich dwa trén cd quan hé nguwoi
dung-muc tiéu va ngt canh ngon ngir.

Céng trinh nghién ctru da mang lai nhirng déng gép dang ké trong linh vwc hé thong khuyén nghi c6 giai thich, dic
biét vé&i viéc gidi thiéu mo hinh XRec. Pay 1a mét mo hinh méi, tich hop phwong phap loc cong tac véi cac ki thuat
dién giai, két hop gitra bd loc cong tac va phan tich ngit nghia dé cung cip cac khuyén nghi chinh xac hon. Pic biét,
XRec di thanh cong trong viéc két hop cac tin hiéu twong tac cia ngwoi dung va muc tiéu, gitp hé thdng hiéu rd
hon vé s& thich cd nhin va dwa ra cic goi y ¢6 y nghia. Mot trong nhitng di€ém néi bat ciia mé hinh nay 1a kha nang
tao ra cac giai thich chi tiét va toan dién, giup ngudi ding hi€u ré hon ly do ding sau tirng khuyén nghi, tir d6 ting
cwong mirc do tin ciy vao hé théng.

Tuy nhién, nghién cttu cling chi ra mot sd thach thirc quan trong cin dwgc gidi quyét d€ nang cao hiéu qua cia mo
hinh. M6t trong nhirng thach thirc chinh la viéc tich hop cac tin hiéu cong tac va ngit nghia tir dit liéu ngudi dung,
gitp hé théng khong chi hi€u ro hon vé hanh vi twong tdc ma con tranh dwoc sw 1éch lac trong qua trinh tao khuyén
nghi. Ngoai ra, d€ XRec c6 thé dwgc dp dung rong rii, cin dam bao tinh twong thich véi nhiéu loai mé hinh khuyén
nghi khac nhau, d6ng thoi duy tri dwoc hiéu suit hoat ddng 6n dinh trong cac moi trwong rng dung thuc té. Bén
canh d6, vdn dé dam bao rang cac 1oi gidi thich do hé théng cung cip phai dd ro rang va cé y nghia déi véi nguoi
dung ciing 1a mét thach thirc quan trong cin tiép tuc nghién ctiru va cai thién.

Bai bdo: “Attention Is Not the Only Choice: Counterfactual Reasoning for Path-Based Explainable
Recommendation” cia tac gia Yicong Li ciing cdng sw [17], nhém tac gia da chi ra trong cdc md hinh khuyén nghi
dua trén do thi, co ché "attention” thuwdng dwoc st dung dé xac dinh cic dwong dan quan trong. Tuy nhién, cac
trong sd "attention" nay thuwdong dwoc thiét k€ d€ t6i wu hoa dd chinh xac cia mé hinh hon 14 kha nang giai thich,
dan dén sy khong 6n dinh va thiéu truc quan trong cac giai thich. D€ khdc phuc han ché trén, tac gia dé xuit st
dung 1ap luan phan thuc tir ly thuyét hoc nhan qua. Cu thé, ho phat trién hai thuat to4n 14p luin phan thwec tir goc
d6 biéu dién duwong dan va ciu trac hinh hoc ctia dwong dan, nhdm hoc céc trong s6 giai thich thay thé cho trong
s6 "attention". Bai bdo ciling dé xudt mot bo giai phdp danh gia tinh giai thich, bao gdbm ca phwong phap dinh tinh
va dinh lwgng. Phwong phap suy luin phan thyc trong hé théng khuyén nghi mang lai nhiéu loi ich dang ké, dic
biét trong viéc ting cwdong kha ning giai thich. Bing cach xac dinh rd vai tro cla cac dwong dan trong qua trinh
khuyén nghi, phwrong phap nay gitp cung cip loi giai thich minh bach va dé hiéu cho ngudi dung. Bén canh d6,
nhém tac gia cling dé xuit mdt bd cdng cu danh gia toan dién, bao gom ca phwong phap dinh tinh va dinh lwong,
gitp do lwong hidu qua cia hé thdng mdt cach chinh xac. Tuy nhién, phwong phap nay van ton tai mot s6 thach
thiec. DAu tién, viéc 4p dung suy luin phan thwc doi hoi tai nguyén tinh todn dang ké, dic biét khi xt Iy cidc mang
lwdi 16m va phitc tap. Thém vao do, kha ning tong quat hoa cia phwong phap ciing 1a mot vAn dé cin quan tim,
mac du da cho két qua kha quan trén ba tip dit liéu thwc té nhwng khi 4p dung vao cac bdi canh khac nhau, dic
biét v&i cac tip dir liéu c6 dic diém khac biét, hiéu qua cia phwong phap c6 thé bi anh hwéng.

N«

Hién twong hallucination hay con goi 1a “Ao giac” 13 khi Al tao ra nhitng ndi dung cé do thuyét phuc cao nhung lai
sai léch véi thuce té hodc hoan toan v6 nghia. Hién twong nay ¢6 nguyén nhan do Al hién tai rat giéi vé “mong mo”
nhwng lai thi€u di kha ndng suy luin, giéng nhw mdt ngwoi ngu say thi cac co ché tw duy, suy ludn théng thudong
clia ndo bd bi tat bot [18]. Trong cac hé théng khuyén nghi, viéc tao ra cac danh gia san phdm chira mot lwgng
thong tin phong phti vé s& thich ngudi dung, khong chi giup ting cwong tinh minh bach cta hé thdng ma con hd
tro ngwoi dung dwa ra quyét dinh sdng suét. Tuy nhién, mot thiach thirc 1én ctia phwong phap nay chinh 1a hién
twong “ao giac”, khi cdc mé hinh sinh vin ban tao ra théng tin khong thé xac minh hodc khéng dwgc suy lun tir
cac danh gia thuc té cia ngwdi dung. Piéu nay 1am suy gidm tinh dang tin ciy cia hé théng khuyén nghi, do cac dé
xudt khong con dwa trén co s& hop ly virng chic. Vi vay, viéc ddm béo sw trung thuc va tinh thuc té trong cac bai
danh gid dwoc tao rala yéu t6 quan trong d€ duy tri do tin cay va gia tri ciia hé thdng khuyén nghi.

Dé gidi quyét vdn dé nay, cong trinh nghién clru trong bai bdo "Counterfactual Path Augmentation for
Reinforcement Reasoning in Explainable Recommendation"” cta tac gia HaoJie Trang cung cdng su [19] da dé xuat
mot mo hinh khuyén nghi c6 kha ning giai thich, st dung phwong phap ting cwdng dudng din phan thuc dé cai
thién qud trinh suy ludn trong hé thdng khuyén nghi. Cu thé, nghién ctru tip trung vao viéc hoc sé thich nguoi
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dung théng qua viéc phan tich cac dwong din trong db thi tri thirc va 4p dung hoc ting cwdng dé tao ra cac khuyén
nghi cling véi giai thich twong rng. Cu thé, gidi quyét nhirng vin dé sau:

e NAang cao kha ning giai thich ctia hé théng khuyén nghi: Thay vi chi dwa ra cac dé xuit dwéi dang két qua
"hop den", md hinh dwoc dé xuit cho phép hé thdng gidi thich chi tiét 1y do tai sao mdt muc nao dé dwoc
khuyén nghi (hoac khéng dwoc khuyén nghi) cho ngudi dung.

e Ting cuwdong dudng din phan thuc (Counterfactual Path Augmentation): Bing cach phan tich cac dudng
dan (path) trong db thi tri thirc lién quan dén ngudi dung va san phidm, mé hinh sir dung cic bién thé
phan thwc dé€ xac dinh cac yéu té quyét dinh trong qua trinh dwa ra khuyén nghi. Diéu nay giup xac dinh
dugc nhitng dwdng din quan trong nhit gép phan vao quyét dinh ciia md hinh.

e Hoc ting cwdng véi co ché thwdng kép: gdbm phan thwdng lién quan dén dudng dan (d€ danh gia mirc do
quan trong cta cac dwong dian dan dén khuyén nghi), va phan thwéng lién quan dén muc tiéu (d€ dam
bao rang san phdm dwoc khuyé&n nghi phit hop v&i sé thich va nhu ciu clia ngudi dung)

e Danh giad chit lwong giai thich: bai bio cling d& xuit cic chi s6 m&i nhw tinh én dinh (stability) va hiéu
qua (effectiveness) dé€ do lworng mirc do trung thuc va hitu ich cta cac giai thich dwgc tao ra bdi hé théng.

Céng trinh nghién ctru nay da tao bwéc dot pha trong linh vire hé thdng khuyén nghi, khong chi dat dwgc dd chinh
xac cao trong dw dodn ma con cung cip céc giai thich minh bach va cu thé vé qua trinh ra quyét dinh. Nho do,
ngudi ding c6 thé hiéu ré nhirng yéu t8 c6t 16i dAn dén moi dé xuat, tir d6 ting cudng niém tin va khuyén khich
su twong tac hiéu qua véi hé théng. Tuy nhién viéc xac dinh va chon loc cac dwong dan tir d6 thi tri thitc sao cho
ching phan 4nh chinh x4c cac yéu td quyét dinh trong qua trinh dwa ra khuyén nghi 1a mét thich thirc 1on.

Bai bao "Why Should I Trust You? Explaining the Predictions of Any Classifier" cua tac gia Marco Tulio Ribeiro
cung cong sw [20] tap trung vao van dé thiéu tinh minh bach cta cdc m6 hinh dw doan phirc tap - nhirng "hép den”
ma nguwdi dung va nha phat trién thwong khé hiu dwoc co sé ra quyét dinh cta ching. D€ giai quyét van dé nay,
tac gia da gidi thiéu phwong phap LIME (Local Interpretable Model-agnostic Explanations), mot cach tiép cin doc
lap v&i mé hinh, nhdm cung cip loi giai thich cuc bd cho tirng dw doan cu thé.

Béang cach tao ra cac bién thé clia dau vao thong qua nhiéu loan (perturbation) va hudn luyén mot mé hinh giai
thich don gian (thwdng 1a mé hinh tuyén tinh) trén cac mAu dit liéu xung quanh diém can giai thich, LIME gitp xac
dinh dwoc mirc dd dong gop cua tirng dic treng vao dw doan. Qua dé, né cung cip nhirng loi giai thich dé hiéu,
gitp ngwoi dung ndm bat dwoc ly do ddng sau mdi quyét dinh cia mé hinh.

Phuwong phap LIME dwa trén viéc xap xi cuc bd mo hinh géc. Gid sir ¢c6 mot mo hinh phirc tap f{x) (c6 thé 1a mot
mang no-ron siu, cy quyét dinh phic tap, hodc md hinh boost), can gidi thich du doan tai mot diém di liéu cu
thé x.

LIME tao mot mo hinh thay thé don gidn g(x) sao cho n6 x4p xi t6t nh4t mo hinh géc f(x) trong mét viing nho6 xung
quanh x.

LIME tim m6t m6 hinh thay thé g bang cach giai bai toan t&i wu sau:
argmax L(f, g,m,) + Q(g)
gea
Trong do:

e (latip hop cdc mo hinh thay thé don gidn (vi du: md hinh hoi quy tuyén tinh hoic ciy quyét dinh).

e L(f,g,mx) la ham mat mat do dd khac biét gitta mo6 hinh thay thé g va mé hinh goc ftrén mot tp dir liéu lan
can.

e T« la trong sd cta cac diém dir liéu gan x, ddm bao rang mo hinh thay thé tdp trung mé phong chinh xac
vung xung quanh x.

e ((g) la @6 phirc tap cia md hinh g (vi du: s6 lwong dic trung dwoc st dung trong hodi quy tuyén tinh),
nham gitt cho m6 hinh dé hiéu.

Thanh twu ctia cdng trinh bao gdm viéc m& ra mot huwdng tiép cin méi cho viéc gidi thich cac m6 hinh phirc tap,
cho thdy rang viéc “mé& hop den” c6 thé dwoc thuc hién mot cach hiéu qua thdng qua cdc md hinh cuc bo. Cac thi
nghiém trén nhiéu bai toan khac nhau, tir phan loai vin ban dé€n nhin dién hinh dnh, d3 chirng minh tinh kha thi
va hiéu qua ctia LIME trong viéc tao ra cac l&i gidi thich c6 y nghia d6i véi ngwdi dung.

Tuy nhién, bai bio ciing chi ra mot sd thich thirc ciia LIME, véi ddc tinh tip trung vao giai thich cuc b, khong thé
ndm bt dwoc ciu tric toan cuc ctia mé hinh, va két qua ctia né c6 thé phu thudc kha 1ém vao cach thikc tao ra cac
bién thé cta dau vao. Ngoai ra, viéc lwa chon phwong phap nhiéu loan va thiét 1ap cac tham s6 phu hop dé dam
bao tinh &n dinh cda 1oi gidi thich cling 1a nhivng vAn dé con can dworc cai tién. Nhivng thach thirc ndy mé ra hwéng
nghién ctru ti€p theo nhidm lam cho cac phwong phdap giai thich tré nén tin ciy va toan dién hon déi véi cac hé
théng dw dodn phirc tap.
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C. USER-CENTRIC EXPLAINABILITY (GIAI THICH THEO HUONG NGU'O'l DUNG)

Bai bao "Explainable Recommender with Geometric Information Bottleneck” ctia tac gia Hanqgi Yan cung cdng sw
[21] da gi6i thiéu mot phwong phap méi nhim cai thién kha ning giai thich trong cac hé thdng khuyén nghi. Cac
giai thich da phan déu dwa vao danh gia cia ngwoi dung, do dé thwong bi gidi han va khéng xac dinh dworc cac yéu
t6 tiém 4n.

Cong trinh nghién ctru da dwa ra phwong phap tich hgp thong tin hinh hoc hoc dugc tir twong tac gitra nguwoi dung
va san phdm vao mot mang bién phan (variational network) (Hinh 5) d€ suy ra cac yéu td tiém 4n tir danh gia cta
ngudi dung va san phdm. Diéu nay gidp tao ra cac giai thich vwot ra ngoai pham vi cta tirng danh gia riéng 1é. Cac
thi nghiém trén ba tap dit liéu thwong mai dién ti cho thdy mé hinh nay cai thién dang ké kha ning dién giai clia
hé thdng khuyén nghi. Hé thdng hoat déng nhu sau:

e Hoc thdong tin hinh hoc tir twong tac ngwoi dung - san phdm: Phwong phap dé xuit xay dung mot do thi
twong tac gitta ngwdi dung va san phdm dwa trén cac danh giad va xép hang. Tr d6 thi ndy, cidc cum
(clusters) ctia ngudi dung va san phdm dwgc xac dinh, phan anh cac dic diém hodc sé thich chung.

e Tich hop thdéng tin hinh hoc vao mang bién phan: Cac cum thu dwoc tlr buéc trede dwgc st dung 1am
thong tin tién nghiém (prior) trong mang bién phan. Cu thé, mdi ngwoi dung hodc sdn phidm dugc gan
mdt phin phdi xac sudt mém trén cic cum, ty & thudn véi khoang cach dén cac tAm cum. Thong tin tién
nghiém nay giup diéu chinh viéc hoc cic yéu t6 tiém &n tir van ban danh gi4, ddm bao ring cac yéu td nay
phén &nh ca théng tin toan cuc tir d6 thi twong tac va thong tin cuc bo tir danh gia.

e Suyrayéu to tiém 4n va tao giai thich: V&i mdt cip ngudi dung - sdn phidm cu thé, cac danh gia lién quan
dwoc dwa vao mang bién phan dé suy ra cic yéu td tiém 4n. Nhirng yéu td nay sau d6 dwgc st dung dé tao
ra cac khuyén nghi va gidi thich, két hop thong tin tir ca twong tac toan cuc va ndi dung danh gia cu thé.
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Hinh 5. Théng tin hinh hoc tir ngwoi diing va sdn phdm

Coéng trinh nghién cru da mang lai nhirng déng gép quan trong cho hé thong khuyén nghi c6 giai thich. M6t trong
nhitng di€ém ndi bat ctia phwong phap nay 1a kha niang tao ra cac 1o giai thich khong chi dwa trén thong tin danh
gid ca nhan ma con phadn anh ca béi canh téng thé thong qua viéc tich hop thong tin toan cuc va cuc bé tir hé théng
khuyén nghi. Nho viée tin dung théng tin hinh hoc tir suy luan phan thwc trén do thi, phwong phap gitp cung cap
céc 1o gidi thich sau sc va cd y nghia hon cho ngui dung. Dic biét, du tp trung vao viéc nang cao tinh giai thich
ctia khuyén nghi, mé hinh vin dam bao dwoc hiéu suit dw doan twong duwong véi cac hé théng khuyén nghi dua
trén mo hinh truyén théng, chirng t6 dwoc tiém ning rng dung réng rii trong thwec té.

Bén canh d6, cong trinh nghién ctru cling chi ra vdn dé kho khian trong viéc mé rong cho céac tp dit liéu 1én hoic
phttc tap, va viéc hoc cac dic trung tiém 4n tir danh gia cia ngwoi dung c6 thé khong hoan toan ndm bat dwoc cac
yéu td nglr canh hodc s thich thay ddi theo thoi gian. Ngoai ra, viéc danh gid hiéu qua cla cac giai thich dwoc tao
ra van can dwgc nghién ctru thém dé dam bao rang chiing thuwc sw mang lai gia tri cho ngwoi dung.

Ngoaira, trong bai bao “An explainable content-based approach for recommender systems: a case study in journal
recommendation for paper submission" clia cac tac gia Luis M. de Campos cung cong sy [22] da dé xudt mot hé
thong khuyén nghi dwa trén ndi dung, gitip x4c dinh cac tap chi khoa hoc phtit hgp nhit dé€ xuit ban mét bai bao cu
thé. Hé théng dé xuit tap chi hoat dong bing cach nhém cac bai viét theo chi dé va tao tiéu muc twong ing cho
tirng tap chi. Cac tiéu muc nay sau d6 dwoc 1ap chi muc bang Lucene va st dung mé hinh ngdn ngit Jelinek-Mercer
d€ tinh todn mic do lién quan giita bai bao cin dé xuit va ndi dung céc tap chi. V&i muc tiéu 1a mudn c6 mot
khuyén nghi tap chi d€ xuit ban, hé théng st dung vin ban ctia bai bdo d6 1am truy van trong hé théng truy xuit
thong tin (IRS), tir d6 xac dinh cac tap chi phu hop dwa trén mirc d6 twong dong chi dé. Két qua xép hang ti€u muc
duogc hop nhat thanh xép hang tap chi bing thuat toan clia de Campos et al. (2017) [36] gitp tdng hop diém sé tir
nhiéu tiéu muc ctia ciing mot tap chi, dong thoi gidm anh hwdng clia cic chi dé it quan trong hon. Cudi cing, danh
sich cac tap chi pht hgp nhit sé dwoc dé xuit cho ngwoi dung (Hinh 6).
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Title School-Age Outcomes of Early Intervention for Preterm Infants and Their Parents: A Randomized Trial.

Abstract  To examine the child and parental outcomes at school age of a randomized controlled trial of a home-
ased early preventative care program for infants bom very preterm and their caregivers.At term-
equivalent age, 120 infants bom a a gestational age of <30 weeks were randomly allocated to
intervention (n = 61) or standard care (n = 59) groups. The intervention included 9 home visits over the
first year of life focusing on infant development, parental mental health, and the parent-infant
relationship. At 8 years' corrected age, children's cognitive, behavioral, and motor functioning and
parental mental health were assessed. Analysis was by intention to treat. One hundred children, induding
13 sets of twins, attended follow-up (85% follow-up of survivors). Children in the intervention group
were less likely to have mathematics difficulties (odds ratio, 0.42; 95% confidence interval [C1], 0.18 to
0.98; P = .045) than children in the standard care group, but there was no evidence of an effect on other
developmental outcomes. Parents in the intervention group reported fewer symptoms of depression (mean
difference, 3 95% CI, -4.0 to -1.4; P < .001) and had reduced odds for mild to severe depression (odds
ratio, 0.14; 95% CI, 0.03 to 0.68; P = .0152) than parents in the standard care group. An early preventive
care program for very preterm infants and their parents had minimal long-term effects on child
neurodevelopmental outcomes at the 8-year follow-up, whereas primary caregivers in the intervention
group reported less depression.
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Hinh 6. Danh sdch cdc tap chi dwoc dé xudt

Sau khi d4 c6 thong tin vé bai viét, hé théng sé 14y danh sach cac tap chi, dwa ra dé xuit va loi giai thich. Hé thong
xem xét hai cip do giai thich: cip do6 toan ciu (dwa trén xé€p hang dd tin ciy, chu dé lién quan) va cip do cuc bd
(bai viét lién quan dén tap chi, chu dé lién quan dén tap chi, cdc thut ngit lién quan). Két qua cho thdy ring ting
cwdong kha ning gidi thich c6 thé giup ngwdi dung tin twdng vao khuyén nghi hon.

Cong trinh nghién ctru da déng gép dang ké cho hé thdng khuyén nghi cé giai thich bang cach giéi thiéu méot cach
ti€p can mai trong viéc giai thich cac hé thdng khuyén nghi dwa trén nodi dung, dic biét trong linh vuec dé xuit tap
chi khoa hoc. Phwong phap dé xuit tich hop cac yéu t6 giai thich tryc tiép vao mé hinh goi y, gitp cai thién trai
nghiém nguwoi dung va nang cao dd tin cy ctiia hé théng. Bén canh d6, nghién ctiru da cung cip mot minh chirng cu
thé théng qua bai todn d@é xudt tap chi cho viéc ndp bai, mé ra hwéng di méi cho cac nghién ctiru va tng dung trong
linh vic nay. Tuy nhién, bai bio cling chi ra thach thirc trong viéc do lwong mirc d6 hiéu qua cta cac giai thich déi
véi ngudi dung, do phan hoéi cia ho mang tinh chi quan va khé dinh lwong.

Tiép theo, c6 thé k€ dén coéng trinh nghién ciu trong bai bio “Personalized Prompt Learning for Explainable
Recommendation” cta tac gia Lei Li cing cdng sw [23], bai bdo tip trung vao viéc cai tién hé théng khuyén nghi
bang cach tao ra cac loi giai thich tw nhién, dwoc c4 nhan hda dwa trén dic diém va hanh vi cta tirng nguoi dung.
Cu thé, cong trinh nay dé xudt mét khung lam viéc cé tén 13 PEPLER-D (Hinh 7), trong d6 qud trinh hoc prompt
dwoc stt dung dé tao ra cic ngit cAnh ca nhan hda, tir d6 diéu chinh 1oi giai thich ma hé théng sinh ra. Prompt dé
cap dén doan vin ban dau vao dwoc thiét ké dic biét nham kich hoat cAc mé hinh LLMs sinh ra cac 1oi giai thich
c4 nhan héa cho cac dé xuit khuyén nghi. Prompt khong chi don thuin 1a ciu héi hay yéu ciu ma con dwgc bb
sung thong tin ca nhan, ching han nhw s& thich va lich st twong tac ciia ngwdi dung, d€ dinh huwéng cho LLM tao
ra cau trd loi phtt hop véi tirng ¢4 nhan. Qua dé, prompt déng vai tro ciu ndi gitra dit liéu c4 nhan va mo hinh, gidp
nang cao tinh minh bach va kha ning giai thich cia hé théng khuyén nghi.

Explanation Generation

Linear Layer ]

|£| Snz ||Sn3 | [Sna |[Sns [|Sne || Snz

[ Pre-trained Transformer (e.g., GPT-2)

Features in
training data

Return
Features
for (u, i)

Look-up

[ Pre-trained Transformer (e.g., GPT-2) ]

User  Item

Discrete Prompt Explanation

Hinh 7. Khung lam viéc PEPLER-D
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Khung lam viéc PEPLER-D hoat dong theo co ché tich hgp thong tin c4 nhin cia ngudi dung vao qua trinh tao
prompt, nhim diéu chinh dau ra ctia m6 hinh LLM cho pht hgp véi tirng ca nhan. Cu thé:

e M3 hoéa thong tin ngwdi dung: dit liéu cd nhan nhw lich st twong tac, s& thich va hanh vi dwoc chuyén doi
thanh cac vector biéu dién théng qua mot bd ma héa chuyén dung. Cac vector nay chira dung nhitng dic
trung quan trong gitip nim bat béi canh va wu tién clia ngwoi dung.

e Tao prompt c4 nhan hda: cac vector biéu dién sau d6 dwoc tich hgp vao cac prompt dau vao dwdi dang
cac token ddc biét hoac thong tin nhiing. Qua trinh nay giip “gép mat” thong tin ngudi dung vao ngir canh
cla yéu ciu, tao nén mdt prompt ca nhan héa, ddc dao cho tirng ca nhan.

e Fine-tuning mo hinh ngén ngitr 1é6n: Prompt ca4 nhan héa dwgc dwa vao mot mo hinh LLM dwa trén kién
trac Transformer. Mé hinh nay da dwoec tinh chinh (fine-tuned) dé€ khéng chi dw doan ndi dung ma con
sinh ra 1o gidi thich minh bach cho cac dé xuit khuyén nghi.

e Sinh l&i gidi thich va dé xuit: dwa trén prompt c4 nhan hoa, LLM tao ra cac 1oi gidi thich tw nhién, rd rang,
giai thich ly do tai sao mot muc cu thé dwoc khuyén nghi. Qua trinh nay két hop théng tin ngit canh tir
prompt v&i kién thirc tong quat cia mé hinh, gitip cic 11 giai thich tré nén chat ché va cé co sé.

e Co chéhoclién tuc: PEPLER-D thwdng 4p dung co ché hoc lién tuc, cho phép cip nhit prompt theo phin
hoi tir hé théng va ngwoi dung. Diéu nay gidp cai thién d6 chinh xac va tinh nhit quan cta loi gidi thich
theo thoi gian.

Bai bdo di déng gép quan trong vao hé théng khuyén nghi cé giai thich bang cach cd nhan héa 1oi giai thich cho
tirng nguwoi dung, gitp ho hiéu ré hon vé co ché ra quyét dinh cta hé thong. Phwong phép nay ciing ting cuwdng
tinh minh bach bang cach "mé& hdp den" clia cAc md hinh khuyén nghi, tir 6 nang cao su tin ciy cia ngudi dung.
Dong thoi, viéc hoc prompt gidp hé thong tin dung hiéu qua thong tin ca nhin dé t6i wu héa ca khau dw doan va
giai thich, goép phén cai thién hiéu niang téng thé. Tuy nhién, bai bdo ciing chi ra mot s6 thach thirc nhw kha ning
mé& rong khi cad nhan héa prompt cho hang triéu ngwoi dung, yéu ciu tai nguyén tinh toan dang ké. Ngoai ra, viéc
dam bao d6 nhit quan va chinh xac cta 1oi giai thich, cling nhw cac van dé dao dic va bado mét trong stt dung dir
liéu ca nhan, 12 nhitng bai toan quan trong cin dwoc giai quyét.

Tiép theo c6 thé k€ dén bai bdo “Enhancing Recommendation Explanations through User-Centric Refinement” ctia
tac gia Jingsen Zhang cung cong sy [24], cong trinh nghién ctru tdp trung vao cai thién cac loi giai thich trong hé
théng khuyén nghi bang cach tinh chinh dwa trén phan hoéi va trai nghiém ctia ngwoi dung. Cu thé, bai bao dé xuat
mot khung lam viéc RefineX (Hinh 8), 1y trong tim ngu¢i dung dé ca nhan héa loi giai thich, tir d6 1am cho cac 1oi
giai thich trd nén c6 y nghia, minh bach va phut hop v&i nhu ciu cda tirng ca nhan.
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Hinh 8. M6 hinh RefineX

Khung lam viéc RefineX dwoc thiét k€ nham nang cao chit lwgng 1o gidi thich cia hé thdng khuyén nghi thong
qua mot qua trinh tinh chinh lién tuc dwa trén phan hoéi cia ngwdi dung. Cu thé, RefineX hoat dong qua cac bwéc
chinh sau:

e Sinh l¢1i gidi thich ban d4u: hé thong khuyén nghi tao ra 1¢i giai thich dya trén dit liéu ngwoi dung, lich st
twong tac va cac dic trung ctia san pham.

e  Thu thip phan h6i ngudi dung: 1o gidi thich ban dau dwoc trinh bay cho ngwoi dung, sau d6 hé thong thu
thap phan hoi (danh gia, nhan xét, hanh vi twong tac) d€ danh gia mirc d6 hai long va hiéu biét clia nguoi
dung vé 1o giai thich do.

e  Phan tich va danh gia: phan hoi thu thip dwoc dwoc phén tich dé xac dinh cac diém yéu hodc khodng tréng
trong 1o gidi thich ban dAu. Qua trinh nay gitp hé théng hiéu dwoc nhitng khia canh nao cin dwoc cai
thién dé€ tré nén rd rang, phtt hgp va cé gia tri hon véi ngudi ding.
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e Tinh chinh l&i gidi thich: dwa trén phén tich phan hoi, mdt module tinh chinh (refinement module) sé diéu
chinh loi giai thich ban dau. Qua trinh nay cé thé bao goém viéc cip nhit moé hinh, re-ranking théng tin
hoic fine-tuning lai cic tham s& dé tao ra mot 1&i gidi thich ca nhin hoa va mach lac hon.

e Phan hoi vong ldp: 101 giai thich dwgc tinh chinh sau d6 dwgc trinh bay lai cho ngwoi dung, qua d6 hé
théng tiép tuc nhan phan hdi méi. Vong lip nady dwoc ldp di ldp lai nham lién tuc cai thién chat lwong va
dd chinh xac cda loi giai thich.

Bai b4o da déng gbp quan trong trong viéc ting cwong tinh minh bach va d tin ciy ctia hé théng khuyén nghi bing
cach cung cip cac o1 gidi thich c6 cin ct, giup ngwdi dung hi€u rd hon vé co ché dé xuit. Pong thoi, viéc duwa ra
céc loi giai thich phu hop va dé hiéu khong chi cai thién trai nghiém ngwoi ding ma con gitp ho tin twéng hon vao
hé théng. Ngoai ra, nghién ctru cling dé xuit cac phwong phap danh gia dinh lwong dé do lworng mirc d6 hiru ich
clia 1o gidi thich tir géc nhin ngudi dung. Tuy nhién, vAn con mot sb thach thirc nhw viéc thu thap va xit ly phan
ho6i ngwoi dung mot cach hiéu qua dé tich hgp vao qua trinh tinh chinh mé hinh. Bén canh d6, ddm bao loi giai
thich ludn nhit quan va pht hgp véi tirng cd nhan 1a mot vAn dé phic tap, dic biét khi dit liéu phan hoi c6 thé thay
d6i theo thoi gian. Cudi cuing, viéc xay dung cac chi s§ danh gia khach quan nhim do lwong chat lwgng va tinh hitu
ich ctia 1o giai thich vaAn 13 mot bai todn can tié€p tuc nghién ciru.

Bai bao “G-Refer: Graph Retrieval-Augmented Large Language Model for Explainable Recommendation” cta tac
gid Yuhan Li ciing cdng sw [25]. Cong trinh nghién ctru dé cip dén viéc cai tién hé thong khuyén nghi théng qua sw
két hop gitra truy xuit thong tin tir d6 thi tri thirc va cdc md hinh LLMs. Cu thé, kién tric G-Refer (Hinh 9) hoat
dong bang cach st dung co ché truy xuat dé 1y cac bang chirng, b6i cdnh va méi lién hé tir d6 thi tri thitc lién quan
dén ngudi dung va san pham, sau d6 LLM dwoc kich hoat dé sinh ra cac 101 giai thich tw nhién, minh bach va dé
hiéu cho cic khuyén nghi.
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Hinh 9. Kién triic G-Refer

Kién truc G-Refer v&i ba thanh phan chinh, giup hé thong khuyén nghi khong chi dwa ra dw doan ma con tao raloi
giai thich r6 rang, ba thanh phan dé bao gom:

e Thanh phin Hybrid Graph Retrieval: Stt dung cac bd truy xuit da cdp d6 (multi-granularity retrievers) dé
14y ra cac tin hiéu ro rang tir phwong phép loc cong tac (Collaborative Filtering - CF). Cac tin hiéu nay sau
d6 dwoc chuyén ddi thanh van ban dé hiéu (human-readable text) thdng qua qua trinh Graph Translation,
tirc 12 chuyén dir liéu tir d6 thi thanh dang thong tin ma con ngudi ¢ thé doc va hiéu.

e Thanh phan Knowledge Pruning: Thanh phan nay loai bé nhitng thong tin nhiéu (noise) khong can thiét
tlr dir liéu da truy xult. Viéc nay khéng chi gidp hé théng tip trung vao nhirng thong tin hitu ich ma con
cai thién hiéu qua huin luyén ctia mé hinh.

e Thanh phin Retrieval-augmented Fine-tuning: Thanh phin nay huwéng dan cidc mé hinh LLMs st dung
thong tin CF da dwoc truy xuit dé sinh ra loi gidi thich chi tiét. Qué trinh fine-tuning két hop dit liéu truy
xudt gitp md hinh tao ra nhitng l1&i gidi thich cé cin ct, mang tinh thong tin va minh bach, hd trg ngudi
dung hiéu ro ly do ding sau cac dé xuit.

Cong trinh nghién cttru da dat dwgc nhitng thanh twu quan trong trong viéc tang cwong tinh minh bach cta hé
théng khuyén nghi, khi cac 1o giai thich dwoc tao ra c6 cidn c r6 rang tir dit liéu truy xudt, gitp gidm bét ban chat
"hép den" clia m6 hinh. Pong thoi, viéc két hop thong tin d6 thi khong chi cai thién hiéu suit khuyén nghi ma con
mang lai nhitng 1&i gidi thich c6 gia tri thuc tién cho nguwdi dung. Tuy nhién, nghién ctru ciing chi ra mét s thach
thirc con ton tai, bao gom chi phi tinh todn cao do viéc truy xuit va xi Iy thong tin tir cac do thi tri thirc quy md
16 doi héi nhiéu tai nguyén. Ngoai ra, cAn dam bao tinh nhit quan giira dir liéu truy xuit va loi giai thich do LLM
sinh ra, cling nhw gidi quyét bai todn mé& rong va cap nhat thong tin lién tuc khi 4p dung mé hinh vao thuec té.

D. NHAN XET CHUNG

Trong nhirng nam gin day, cac nghién ctu vé hé théng khuyén nghi c6 giai thich da c6 nhitng buéc tién dang ké,
khong chi tap trung vao viéc nang cao hiéu sudt dw dodn ma con chii trong dén kha ning minh bach va dé hiéu cua
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hé théng d6i véi ngwoi dung. Cac cong trinh dwoc khao sat cho thiy sw da dang trong cach tiép cin, tir gidi thich
ndi tai trong mo hinh, giai thich hau xir Iy dén cac phwong phap giai thich theo hwéng ngwdi dung. Mbi hwéng tiép
cin déu c6 nhirng wu diém riéng, phtt hop véi tirng bai toan cu thé va dic diém cta dir liéu dau vao.

Mat diém chung dé nhan thiy 12 vai tro trung tAm cta di liéu trong viéc dinh hinh chit lwgng va mrc d6 hitu ich
cta loi gidi thich. Cic mé hinh st dung dit liéu giau ngit cdnh hodc két hop nhiéu ngudn thong tin thwong cé kha
nang tao ra l&i gidi thich siu sic va sat thuc hon. Tuy nhién, nhitng hé théng nay ciing doi héi xtt ly dit liéu phic
tap va chi phi tinh toan cao hon.

Nhim hé théng héa cac cong trinh nghién citu, bang sau dwoc xay dung dé so sanh cac cong trinh tiéu biéu duwa
trén phwong phap giai thich, cadc wu diém ciing nhw nhirng han ché con tén tai.

Bang 1. So sdnh cdc mé hinh trong hé théng khuyén nghi cé gidi thich
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IV. DATASET TRONG HE THONG KHUYEN NGHI CO GIAI THICH

Dataset la mot tdp hop cac dit liéu. Dataset twong rng v&i cac ndi dung c6 trong mot bang co s dir liéu hoac la
mot ma tran cda nhitng dit liéu théng ké, trong d6 mdi cdt clia bang tinh sé dai dién cho mot bién cu thé nhit dinh
va mbi hang sé twong (rng v&i mot thanh vién cu thé nhit dinh ndo d6 thudc mot tip dit liéu dwoc dé cap dén [26].

Tuy vao tirng loai dataset khac nhau, cac kj thuét cling dwoc ap dung theo cach phit hop dé dam bao tinh minh
bach va dé hiéu trong hé théng khuyén nghi. Dwéi day 1a cac k§ thuat phé bién rng véi tirng loai dit liéu, c6 thé ké
dén nhu sau:

e Dataset dang bang chira thong tin c6 ciu tric nhw dit liéu giao dich, théng tin khach hang, hodc doanh
s6 ban hang. Trong hé thdng khuyén nghi, loai dit liéu nay thwong dwoc str dung d€ dw doan hanh vi ngudi
dung dwa trén cac thudc tinh cu thé. C6 thé 4p dung céc k§ thuat nhw SHAP [4] d€ tinh todn mc d6 dong
gop cua tirng thudc tinh nhw gid sdn phidm, thwong hiéu, danh muc vao quyét dinh khuyén nghi hoic ky
thuat Rule-based Explanations dé dién giai cich mé hinh dwa ra khuyén nghi, vi du: “Néu ngu¢i dung mua
san phdm A, kha ning cao ho sé thich san phdm B”.

e Véi dataset hinh anh (Image Data) thi hé thong khuyén nghi hinh anh thwong dwoc 4p dung trong
thwong mai dién t& nhw goi y san phidm thoi trang hodc nhan dién ndi dung da phwong tién. Trong bai
bao “Grad-CAM: Visual Explanations from Deep Networks via Gradient-based Localization” cua tac gia
Ramprasaath R. Selvaraju cung cong sw [27], cac tac gia da gi¢i thiéu phwong phap Gradient-weighted
Class Activation Mapping (Grad-CAM) nham tao ra cac giai thich truc quan cho cac quyét dinh cia mo
hinh mang no-ron tich chip (CNN). Phwong phap nay st dung thong tin gradient lién quan dén mot 16p
muc tiéu dé tao ra ban d6 kich hoat, gitip xac dinh cic viing quan trong trong dnh anh hwéng dén dw doan
ctia mo hinh. Trong nghién ctru, cac tic gia da dp dung Grad-CAM trén nhiéu mé hinh va nhiém vu khac
nhau d€ minh hoa kha ning giai thich ctia phwong phap nay. Cu thé, st dung cdc mo hinh nhw VGGNet va
GoogleNet, dwgc huidn luyén trén tap dir liéu ImageNet, d€ xac dinh cic viing anh hwdng dén quyét dinh
phén loai trong bai todn phéin loai anh. P8i véi nhiém vu chu thich danh (Image Captioning), Grad-CAM
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dwoc dp dung dé xac dinh cac vung trong &nh ma mo hinh tp trung khi tao ra chd thich. Ngoai ra, trong
bai toan tra loi cau hoéi tryc quan (Visual Question Answering - VQA), Grad-CAM gilp xac dinh cac ving
hinh anh lién quan dén ciu héi va ciu tra 1o, 1am ré cdch mo hinh dwa ra phdn hoi dwa trén thong tin truc
quan.

e Véidataset chudi thoi gian (Time Series Data) thudng dwoc sir dung dé phan tich hanh vi ngudi ding
theo thoi gian, dw bdo nhu ciu sdn phdm hodc xu hwéng tiéu dung. Trong bai bdo "Counterfactual
Explanations Without Opening the Black Box: Automated Decisions and the GDPR" cua tac gia Sandra
Wachter cung cdng sw [28], cic tac gia tip trung vao viéc cung cp giai thich cho cac quyét dinh tw dong
ma khéng cin tiét 16 ndi dung bén trong cia md hinh (hép den). Phwong phap giai thich phan thuc té
duwoc dé xuit nham gitup c4 nhan hiéu ré hon vé cac quyét dinh tw ddng va cach ho cé thé thay doi két qua
bing cach diéu chinh cac yéu t6 dau vao. Thay vi gidi thich truc tiép cach hoat ddng ctia md hinh, phwong
phép nay cung cip cho nguoi dung thong tin vé nhirng thay d6i cin thiét trong dau vao d€ dat dwgc mot
két qua khac. Piéu nay giup ngwoi dung hiéu rd hon vé méi quan hé gitra cic dic treng dau vao va két qua
dAu ra, déng thoi cung cip cac goi y cu thé va c6 thé hanh dong dwoc dé thay doi két qua trong twong lai.

Trong mé hinh XRec [16], cac tac gia di ap dung khung XRec trén ba tip dit liéu cong khai gbm Amazon-books,
Google-reviews va Yelp. Cac tip dir liéu nay chira thong tin vé twong tac gitta ngwdi dung va san phdm/dich vu,
duoc st dung dé huan luyén va danh gia kha ning cia md hinh trong viéc tao ra cac giai thich dé hiéu cho cac
khuyén nghi. D€ chuin bi dit liéu cho mé hinh, cic tic gia da tao ho so ngwdi dung va sdn phim, cling nhw cac giai
thich, bing cach str dung cc cong cu xir Iy ngdn ngit tw nhién. Qua trinh nay bao gom viéc str dung cac tip lénh
Python d€ tao ho so va giai thich tir dau, ddm bao rang mo hinh c6 thé hi€u va tao ra céc giai thich phi hop dua
trén thong tin tr cac tap dir liéu nay.

Trong kién tric G-Refer [25], cac tac gia da 4p dung khung G-Refer trén ba tip dit liéu cong khai gom Amazon-
books, Yelp, va Google-reviews. Cac tip dit liéu nay dwoc st dung d€ danh gia hiéu suit cla G-Refer trong viéc
cung cip cac khuyén nghi c6 thé giai thich dwgc. Cu thé, cac tac gia da 4p dung co ché truy xuit do thi két hop dé
trich xuit cac tin hiéu loc cdng tac rd rang tlr ca géc do ciu tric va ngit nghia. Thong tin CF dwgc truy xuit sau dé
dugc chuyén d6i thanh van ban dé hiéu dé hd trg cac mé hinh LLMs trong viéc tao ra cac giai thich cho khuyén
nghi.

Nham hé théng héa va 1am rd vai trd cta dit liéu trong cadc md hinh khuyén nghi cé giai thich, bang sau dwoc xay
dung d€ so sanh cac cong trinh tiéu biéu dwa trén ngudn dit liéu sir dung, dic di€m néi bat cta tirng loai dit liéu,
cling nhw dnh hwdng ctia ching dén kha nang giai thich ma mo hinh mang lai.

Bang 2. So sdnh dataset trong cdc mé hinh khuyén nghj cé gidi thich

Tén mo hinh Nguon dir liéu st dung Pac diém dir liéu Tac dong dén giai thich
Dir liéu tir hé thong hen Twong tac song phwong, | Can phéan anh y dinh cia
KAERR R o o x 21 s 1A
ho va tuyén dung khan hiém ca hai bén
x . Dung GMM + VAE d€ mo
GaVaMoE 3 tap dit liéu thuc t& Thiéu hut twong tic hinh héa s& thich phitc
nguwoi dung
tap
Dit liéu c6 chit lwong Khong dong nhéit, nhiéu Fine-tuning gitip sinh giai
LLMZER-EQR thap nhiéu thich 6n dinh
Dit liéu hanh vi + van ban | Két hop tin hiéu cong tdc | Giai thich toan dién
Xrec N NS ~ ,
+ do thi va ngit nghia nhung phtrc tap
Dit liéu bat ky: anh, vin Tw do, m6 hinh bat kha Giai thich cuc b, dé tiép
LIME ’ , : . A
ban, bang... tri (model-agnostic) can
PEPLER-D Lich st hanh vi c4 nhan | Di lidu c4 nhan héa cao | |20 Promptsinh gidi -
thich riéng tirng nguoi
: Phan hoéi nguwoi dung vé Dit liéu dinh tinh + hanh | Giai thich dwgc cd nhan
RefineX NP . . AR
1o giai thich vi héa theo phan hoi
G-Refer D6 thi tri thic + truy Truy xudt tir graph lon, Giai thich giau ngit nghia,
xuit + vin ban mo ta can xtr ly nhiéu rd rang

A. THACH THUC

V. HUONG PHAT TRIEN
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Hé thong khuyén nghi c6 giai thich da va dang thu hut sw quan tAm rong rii trong cong dong nghién ctru, nh& vao
kha ning ning cao tinh minh bach va dé tin ciy cia cac khuyén nghi dwoc dwa ra. Mac du da cé nhiéu tién bd dang
ké trong viéc phat trién cac phwong phap giai thich, nhung hé théng van phai d6i mit véi nhiéu thach thirc quan
trong, c6 thé ké dén nhw sau:

e Han ché trong kha ning mé hinh héa sé thich phikc tap: Cic m6 hinh khuyén nghi dwa trén LLMs hién
nay gip kho khin trong viéc nim bit sé thich phirc tap giita ngudi dung va sdn phdm. Thém vao d6, mo
hinh cin x& 1y tinh huéng dit liéu twong tac bi thiéu hut, déng thoi cd nhan héa cac giai thich d€ phu hop
véi tirng nguwdi dung. Viéc nay co6 thé thiy ro trong mo hinh GaVaMoE [14].

e Hiéu nang va tai nguyén tinh toan khi tinh chinh LLMs trong hé thong Khuyén nghi: Cic m6 hinh
LLM c6 kich thwéc 1én nhw GPT-3 [13] tuy mang lai buéc tién 16n cho xir Iy ngdn ngit tw nhién nhung van
gip cac thach thirc 16n vé hiéu suit, dao dirc va tinh giai thich. Viéc tdi wu hda cdc m6 hinh nay dé€ dam
bao vira c6 do chinh x4c cao vira cé thé cung cdp 1&i giai thich hop Iy van 1a mét thach thirc chwa dwoc giai
quyét triét dé. Bén canh d4, viéc tinh chinh cdc mo hinh LLMs ciing doi hoi tai nguyén tinh toan rit 1on,
lam tang chi phi trién khai va han ché& kha ning mé rong cua hé thdng khuyén nghi cé giai thich.

e Tinh nhit quan va dn dinh caa li giai thich trong hé thong Khuyén nghi: Mot trong nhitng han ché
16 cla cac md hinh dua trén suy luan phan thuc 1 viéc lwa chon va loc cac dudrng din tir do thi tri thitc
dé dam bao ring ching phan anh chinh xac mdi quan hé gitra ngwdi diing va muc tiéu. Ngoai ra, van dé
nhA4t quan trong cac loi gidi thich van chwa dugc gidi quyét hoan toan. C4c hé théng cAn ddm bao ring cac
gidi thich dwa ra phan 4nh ding logic hoat ddng ctia mé hinh va khong bi thay d6i dang ké khi dir liéu hodc
béi canh thay ddi. C6 thé thiy & md hinh cia tac gia Haojie Trang [19] cung cOng su.

e Thir thach vé ca nhan héa i giai thich: Mic du phwong phap ca nhan héa gitp ngudi dung dé hiéu
hon vé khuyén nghi cia hé thdng, nhwng viéc tao ra l&i gidi thich phtt hop cho tirng cd nhén trén quy mo
16m doi hoéi lwong tai nguyén tinh todn dang ké&. Mot thach thirc khéc 1 1am thé ndo dé dam bao 1oi giai
thich phan 4nh dung sé thich cia ngwoi ding ma van ddm bao tinh 6n dinh va chinh x4c cta hé théng. Cu
thé c6 thé thy thir thach d6 & khung lam viéc PEPLER-D [23].

e Hién twong "ao giac" trong mé hinh sinh 1&i giai thich: Mot trong nhitng van dé quan trong ctia cac hé
théng khuyén nghi cé giai thich dwa trén mé hinh sinh ngdn ngit 13 hién twong "ao giac". Cic mo hinh cé
thé tao ra cac giai thich c6 vé hop ly nhung thuc té lai khong c6 co sé dir liéu hb tro, gdy mat tin ciy cho
hé thdng khuyén nghi.

e Van deé danh gia chat lwong loi giai thich van con nhiéu han ché, hau hét cac nghién ctru chi dirng lai
& danh gid dinh tinh hodc khao sat ngudi dung, chwa cé cac thwéc do dinh lwgng chuin héa dé so sanh
khach quan gitra cac phwong phap giai thich.

e Viéc ap dung cdc mo6 hinh giai thich vao thwc tién gip rao can vé chi phi tinh toan va kha ning mé
rong. Vi du, mé hinh GaVaMoE [14] mic du cung cdp giai thich ¢4 nhin héa nhwng c6 d6 phirc tap tinh
todn cao, kho trién khai trén quy md lén. Twong tw, LLM2ER-EQR [15] doi hdi tai nguyén tinh toan dang
ké Kkhi fine-tuning mo hinh ngén ngtt 16n, gy khé khan khi trién khai thwec té.

e Phin Ié'n cic nghién ciru hién nay tap trung vao cac linh vwc phd bién nhw thwong mai dién ti
hoic phim, trong khi c4c linh viec nhay cdm nhu y t&, tai chinh, gido duc van chwa dwoc khai thac day dd,
du diy la nhirng linh vwc yéu cau tinh minh bach cao trong quyét dinh.

B. HUONG PHAT TRIEN

1. CAI THIEN KHA NANG MO RONG VA TOI U HOA TINH TOAN

Mot trong nhitrng thach thirc chinh cta hé théng khuyén nghi cé giai thich 1a chi phi tinh todn cao, dic biét khi st
dung m6 hinh LLMs hodc cdc phwong phap hoc sdu két hop véi do thi. Diéu nay dit ra nhu cidu nghién ciru cac ky
thuat giam chi phi tinh todn ma van duy tri chit lwong giai thich, ching han nhu:

e T6i wu hdéa bo nhé va tai nguyén tinh toan: Nghién cru cic thuit todn gidm chiéu dir liéu va téi wu héa
tham s6 mé hinh gitp gidm dung lwgng bdé nhé va téc d6 suy ludn clia mé hinh ma khéng lam suy giam
chatlwong dw doan.

e Phantanvasongsonghoda: Str dung cac phwong phap hoc phan tan (Distributed Learning) hodc Federated
Learning [29] dé giam tai tai nguyén tinh to4an bang cach chia nhé dir liéu va xt ly trén nhiéu thiét bi khac
nhau.

e  Chién lwgc khéi tao prompt thdong minh: Trong cic phwong phap dwa trén mo hinh LLMs, can nghién ctru
céch thiét k& prompt t6i wu dé ting hiéu qua giai thich ma khéng lam gia ting chi phi tinh toan.

2. CAI THIEN TINH NHAT QUAN VA CHAT LUQ'NG CUA LO1 GIAI THICH
Mic du nhiéu phwong phap da dwoc dé xuit dé cai thién tinh giai thich cha hé théng khuyén nghi, nhung mot
trong nhirng thach thirc 16m 1a ddm bao sw nhit quan va chinh xac cta cac giai thich. Mot s6 hwéng nghién ctru cd
thé giadi quyét vin dé nay gom:
e Tich hgp cdc md hinh kiém tra tinh hgp 1y cta giai thich: St dung mé hinh kiém dinh tinh nhit quan dé
danh gia xem 101 gidi thich c6 phan dnh chinh xac quyét dinh cia hé théng khong. Cac k§ thuit nhw SHAP
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(Shapley Additive Explanations) c6 thé gitp xac dinh mic d6 dong gop clia tirng dic trieng vao quyét dinh
khuyén nghi.

e  Giam hién twong "do giac" (Hallucination): CAc m6 hinh LLMs c6 thé tao ra nhitng giai thich khéng cé can
c trong dit liéu géc. Do @4, cAn phat trién cic phwong phap nhw Knowledge Pruning dé€ loai bé thong tin
nhiéu va ddm bao 1&i gidi thich c6 co s& logic chit ché.

e Danh gia chat lwgng 1o giai thich dwa trén phan hoi cia ngwoi dung: Xay dwng cac bo chi s6 tw déng do
lwdrng do tin ciy va tinh hiru ich cta loi gidi thich théng qua phan hoi tir ngwoi dung thuc té.

3. CA NHAN HOA LO1 GIAI THiICH PE NANG CAO TRAI NGHIEM NGU'O'l DUNG

Loi gidi thich c6 thé tré nén hitu ich hon khi dwoc tuy chinh theo nhu ciu va dic diém cd nhin cia ngwoi dung.
Tuy nhién, viéc ca nhan héa loi giai thich & quy mé 1én van con nhiéu thach thirc. Mot s6 hwdng nghién ciru tiém
nang bao gom:

e Hoc Prompt ca nhan héa: Ap dung ky thuat Personalized Prompt Learning, nhw mé hinh PEPLER hoic
XRec, d€ hwéng din mé hinh LLM tao ra 1oi giai thich phi hop véi tirng ngudi ding.

e Tich hgp phan hoi cia ngwoi dung vao qua trinh huin luyén: Str dung Reinforcement Learning tir phan
hoi ciia ngudi dung (RLHF - Reinforcement Learning from Human Feedback) [30] gitp diéu chinh loi giai
thich theo s& thich ca nhan.

e Danh gia hiéu qua cta loi gidi thich theo tirng nhém nguwoi dung: Can nghién ciru vé cac dic diém nguwoi
dung (chang han nhu mirc dd hi€u biét vé hé théng khuyén nghi) d€ cung cip 101 giai thich phu hop voi
tirng ddi twong.

4. KET HO'P NHIEU PHO'NG PHAP GIAI THICH KHAC NHAU PE TAO RA LO'I GIAI THICH PA DANG
Cac nghién ctru hién tai thwong tap trung vao mot phwong phap giai thich cu thé nhung thuc t€ cho thiy mbi
ngudi dung c6 thé cin nhiéu loai giai thich khac nhau. Mét s6 huwéng phat trién cé thé bao gom:

e Ké&thop cac phwong phap gidi thich: Phat trién cdc m6 hinh lai, tich hop nhiéu phwong phap nhw giai thich
dwa trén dic trung (Feature Importance Analysis), mé hinh thay thé (Surrogate Models), Rule-Based
Explainability, va Attention-Based Explanation dé ting tinh toan dién cua 1o gidi thich.

e St dung phuwong phap hoc sau (Deep Learning) két hop véi ky thuat SHAP: Nhim xac dinh chinh x4c hon
tAm quan trong clia tirng ddc trung va tao ra loi giai thich trec quan hon cho ngudi dung.

e Khai thac d6 thi tri thic va ly thuyét tro choi: Nhw trong mo hinh G-Refer, viéc két hgp Hybrid Graph
Retrieval va Counterfactual Reasoning c6 thé gitp giai thich khong chi tir dic treng clia sdn phdm ma con
tlr m&i quan hé gitra cic sdn phdm, ngudi dung va cac yéu to ngir nghia khac.

5. PAM BAO BAO MAT VA TINH PAO PU*C TRONG GIAI THICH KHUYEN NGHI

Viéc cung cap loi gidi thich dwa trén dir liéu cd nhan dit ra nhiéu thach thirc vé quyén riéng tw va bdo mit thong
tin, ddc biét trong bdi canh dit liéu ngudi dung co6 thé bi lam dung hodc tiét 16 ngoai y mudn. Mot s6 hwdng phat
trién quan trong bao gom:

e Ap dung cac ki thuat bao vé dit liéu nhw Differential Privacy [31] va Federated Learning [29] dé bao vé
thong tin ca nhan ma khéng lam gidm hiéu suit cia mé hinh.

e  Xay dung co ché kiém soat quyén riéng tw cho phép ngudi dung tiy chinh mitc do chi tiét cta loi giai thich
va thong tin cd nhin dwgc st dung trong hé théng khuyén nghi.

e Giai quyét van dé thién vi va su cong bang trong khuyén nghi d€ ddm bao hé thdng khong thién vi theo
gidi tinh, chiing toc hodc cac dic diém ca nhan khac, giup tao ra l1&i giai thich khach quan va cong bang.

VI. KET LUAN

Bai viét da khao sat toan dién cac phwong phap giai thich trong hé thong khuyén nghi c6 giai thich, bao gom giai
thich dwa trén mé hinh, giai thich sau khi ra két qua va giai thich theo hwéng ngudi dung. Qua phin tich cic cong
trinh tiéu biéu, c6 thé thiy mic du linh vuc nay di dat dwoc nhiéu tién bo dang ké, nhung van con ton tai nhigu
thach thirc cin gidi quyét nhw chi phi tinh toan cao, han ché trong kha ning ca nhan héa 1&i gii thich, cling nhw
cac vin dé lién quan dén bao mat. Trong thoi gian tdi, cac nghién ctu c6 thé tip trung vao viéc t6i wu héa chi phi
va kha ning mé rong mé hinh, ddm bao tinh nhit quan va chit lwgng cia loi gii thich, phat trién cac phwong phap
ca nhan hoéa phu hop véi tirng ngwoi dung, két hgp da dang cac phwong phap giai thich, va xy dung co ché bao
mat thong tin hiéu qua. Nhitng hwéng di nay khong chi gitip nang cao chit lwgng va dé tin ciy cta hé thong khuyén
nghi co giai thich ma con gép phan mé réng pham vi tng dung ctia ching trong cac linh vic quan trong nhuw y té,
tai chinh va gido duc.
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A SURVEY ON EXPLAINABLE RECOMMENDATION FROM METHODS AND
APPLICATIONS TO CHALLENGES
Tran Nguyen Minh Hieu, Tran Van Lang, Nguyen Quoc Huy

ABSTRACT— Explainable Recommendation Systems (ERS) not only provide relevant recommendations but also offer clear
explanations to enhance transparency and user trust. This paper surveys the major explanation approaches in ERS, including
model-based, post-hoc, and user-centric methods, and analyzes representative studies applying SHAP, LIME, PEPLER-D,
GaVaMoE, and G-Refer. The results highlight several critical challenges, such as limited capability to model complex user
preferences, high computational costs when using LLMs, hallucination phenomena in explanations, lack of standardized
datasets and quantitative evaluation metrics, as well as potential risks to user data privacy. To address these issues, potential
future directionts are proposed, including optimizing computational cost and scalability, ensuring explanation consistency
and quality, personalizing explanations for individual users, integrating multiple explanation methods for comprehensiveness,
and developing privacy-preserving and ethical mechanisms for ERS. This study provides a systematic overview that informs
future research to improve the quality and practical applicability of ERS across various domains.

Keyword— Explainable Recommendation, Model-Based Explainability, Post-Hoc Explainability, User-centric explainability
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Tran Vian Lang la Ph6 Gido suw
nganh Cong nghé thong tin. Ong tot
nghiép C& nhan tai Khoa Toan
Trwdng Pai hoc Téng hgp TP.HCM
nam 1982, nay la trwong Pai hoc
Khoa hoc Tw nhién (thudéc PHQG-
HCM). Ong ciing 4 nhan hoc vi Tién
dong thoi 1a giang vién cua khoa s Toan - Ly tai tredrng nay vao nam
Cong nghé thong tin truwdng Dai 1995. Trong sy nghiép cua minh,
hoc Sai Gon. Linh vwc ma co6 ong dia dam nhiém nhiéu chirc vu
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nghién ctu quan tim dé la Hé thong khuyén nghi cé giai
thich.

Nguyén Qudc Huy hoan thanh tién si
nganh Khoa hoc may tinh vao nam
2014 tai vién JAIST, Nhat Ban. Tét
nghiép C nhan, Thac sy tai treong
Pai hoc Khoa hoc Ty nhién Tp.HCM
(thuéc PHQG-HCM). Hién dang cong
tac tai Khoa Cong nghé thong tin - Pai
hoc Sai Gon, ddm nhiém chirc vu
Trwdng Bo mon Ky thuit phan mém.
Hién 6ng c6 trén 30 céng trinh dang
trén cac tap chi khoa hoc trong va
ngoai nwéc theo cac hwdng nghién
ctru May hoc, Khai thac dit liéu. Bén
canh d6, 6ng ciing da hwéng dan thanh cdng nhiéu hoc vién
t6t nghiép dai hoc va cao hoc chuyén nganh Ky thuét phan
mém va Khoa hoc mdy tinh.

nhw Phin Vién truwdng Phan Vién Céng nghé théng tin
TP.HCM, Phé Vién trwéng Vién Co hoc rng dung va Tin hoc
thuéc Vién Han lam Khoa hoc va Cong nghé Viét Nam
(VAST); Trudng khoa Cong nghé thong tin, Trwong Pai hoc
Lac Hong va Trudng Pai hoc Nguyén T4t Thanh. Hién nay 1a
Chu tich Hbi dong Khoa hoc va Pao tao ctia Trwong Dai hoc
Ngoai ngit - Tin hoc TP.HCM. Cac linh vic nghién ctru quan
tAm cda 6ng bao gdbm Sinh tin hoc, Héa tin hoc, Tinh toan
song song va phan tan, Tinh todn khoa hoc va Tri tué tinh
toan. Ong thanh thao nhiBu ngdén ngit 14p trinh nhw
FORTRAN, C/C ++, Java, Python, Perl. Ngoai ra, 6ng ciing c6
nhiéu dong gép cho viéc dao tao nguon nhan lwc CNTT tai
Viét Nam, dac biét 1a khu vyc phia Nam; tham gia cac hoat
déng cong dong dic biét 1a nhiéu nam 6ng 1a thanh vién cla
Ban chi dao véi tu cach la Chu tich Ban chwong trinh ctia Hoi
nghi Khoa hoc qudc gia vé nghién ctu co ban va ng dung
(FAIR). Théng tin chi tiét hon vé dng c6 thé dwgc tim thiy tai
https://fair.conf.vn/~lang.



