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ABSTRACT

Sequential pattern mining is an active research area because of its many different applications.
There have been many studies suggesting efficient mining algorithms. With the current trend, the size
of the sequence dataset is growing, and research has been applying the distributed processing model
on the problem of sequential patterns on sequence databases. One of the algorithms that apply the
distributed modeling to the efficient sequential pattern mining algorithm is the sequential pattern
mining algorithm based on the MapReduce model on the cloud (SPAMC). However, SPAMC is still
limited in mining datasets that have a large number of distinct items. This article proposes a
distributed algorithm to deal with this problem, called the distributed algorithm for sequential pattern
mining on a large sequence dataset using dynamic vector bit structures on the MapReduce distributed
programming model (DSPDBV). In addition, the algorithm uses different techniques for early prune
redundant candidates and reduce the amount of memory usage. Experimental results show that
DSPDBYV is highly efficient and scalable for large sequence datasets. Moreover, DSPDBYV is more
efficient than SPAMC handling datasets have a large number of distinct items.

Keywords: Distributed sequential pattern mining, Big data, Data mining, Dynamic bit vector,
Sequential pattern, MapReduce.

1. Introduction

A sequential pattern mining is a process of finding sequential patterns in a sequence dataset. It is
an important stage in sequence data mining. This issue plays a significant role in data mining and has
many useful applications in a variety of fields, such as economics, biology, e-commerce, or software
[1]. For example, in the field of economics, the common behavior of an object or group of objects can
determine the relationship between them. In the field of biology or medicine, these patterns can be
used to detect abnormalities of protein or DNA structures. In addition, in the software field, these
patterns can help predict inconsistent or unusual codes. The patterns can also be used in the field of
phrase analysis in text documents.

The sequential pattern mining problem has been extensively discussed and researched since
Agrawal and Srikant first proposed the AprioriAll [2] algorithm in 1995. Since then, many authors
have proposed other techniques, such as A priori-based algorithms including GSP [3], SPADE [4],
SPAM [5], LAPIN-SPAM [6], FreeSpan [7] and PrefixSpan [8]. However, these algorithms only mine
locally on a single computer with a small dataset, and these algorithms still have limitations, such as
difficulty expanding and communication costs in the system. To improve the performance and
scalability of sequential pattern mining on large datasets, many parallel mining techniques based on
distributed programing model MapReduce [9] have been proposed such as PTDS [10] and SPAMC
[11]. Although these algorithms have somewhat overcome the performance and scalability issues,
there is still the limitation of the runtime as the number of items increases.

To address this problem, an algorithm is proposed that can mine the distributed sequential
pattern using the dynamic bit vector based on the MapReduce framework called DSPDBYV. The rest of
this article is constructed as follows. Section 2 contains the relevant preliminary concepts. Section 3
gives a brief description of the related works. Section 4 shows the proposed algorithm. Section 5
presents the experimental results, and the conclusions and future studies are included in Section 6.

2. Problem Definition

This section defines some basic concepts of sequence dataset mining and the issue of sequential
pattern mining.

Let 1 = {iy, iy, i3, ..., in} be a set of distinct items (or events), where {i;} represents an item and 1
<j <n. A set of unordered items is called an itemset, and each itemset is represented in brackets. The
lexicographical order denoted by >).. is defined as any total on I. All items in each itemset are
ordered based on >.. A sequence S = (e, €, €s, ..., em) represents an ordered list of itemsets, where
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g represents an itemset (1 <j < m). The size of a sequence represents the number m of itemsets in the
sequence. A sequence with length k, called a k-sequence, represents the number of items in the
sequence. A sequence dataset SDB is a list of sequences and is denoted as SDB = {S;, S, Ss, -+,
Sisoe}, Where |SDB| represents the number of sequences in SDB, and S; (1 < i < [SDBJ) represents the
i-th sequence in SDB.

This article determines the full set of sequential patterns in a large sequence dataset SDB with a
given minSup value.

3. Related Work

Since Agrawal and Srikant proposed the AprioriAll [2] algorithm for the sequential mining
problem, sequential pattern mining has frequently studied. Initially, these algorithms performed linear
processing. Then, when the size of the dataset increase, the sequential pattern mining has become
inefficient. Thus, some studies have proposed algorithms for parallel mining sequential patterns.
Based on the characteristics of linear sequential pattern mining, these algorithms can be classified in
some approaches: the horizontal dataset format algorithms, such as AprioriAll [2] and GSP [3]; the
vertical dataset format algorithms such as SPADE [4], SPAM [5], and LAPIN-SPAM [6]; the pattern
growth algorithms such as FreeSpan [7] and PrefixSpan [8].

Algorithms that used the data structure in a vertical format have proven to be more effective
than others because they only scan the dataset one or two times. Furthermore, during the mining
process, they only use the information in the vertical format table to generate new candidates and
count their support by logic and bitwise operators. The SPADE [4] is a typical algorithm designed in
this approach. The SPADE represents the data as an IDList structure. To reduce the memory usages of
SPADE, SPAM, bitSPACE [12], and LAPIN-SPAM [6] used a bit vector data structure to represent
the data, where the value 1 corresponds to the occurrence of items in each transaction; otherwise, the
values are set to 0. To eliminate redundant bits (0), Vo et al. proposed a dynamic bit vector structure
(DBV) in DBV-Miner [13]. Then, Tran proposed the CloFS-DBYV algorithm [14].

In addition, to eliminate the redundant candidates early, Philippe Fournier-Viger et al. proposed
the CMAP structure [15] and CM-SPAM algorithm [15] in 2014. Data is stored in CMAP to map each
item k in | to a set of items that can be associated with item k in two types of pattern extensions to get
new candidates. With a given minSup, CMAP is considered as a reference table of frequent 2-
sequence that satisfies the minSup.

The sequence datasets tend to increase quickly and be more complex. Consequently, these
datasets lead to a large space of mining being used. Therefore, the problem of mining sequential
patterns consumes more resources and time. Thus, a parallel model is the ideal solution for mining
sequential patterns. Some parallel algorithms were proposed, such as pSPADE [16]. In addition, PIB-
PRISM [17] and pDBV-SPM [18] algorithms have been proposed based on a multi-core processor.
Although these methods have good performance and scalability, they still suffer from limitations, such
as limited resources, communication costs, and load balancing.

Hadoop MapReduce [19] is based on the Google MapReduce platform, allowing substantial
amounts of distributed data across computer clusters with high reliability and availability. The
algorithms that have been designed on this platform include PTDS [10] and SPAMC [11]. The PTDS
divides the original dataset into small datasets and executes the mining based on PrefixSpan. The
limitation of PTDS is that it mines all the set of candidates in the subset of the dataset, so it does not
efficiently work on long sequences. Alternatively, SPAMC is based on SPAM. Instead of mining on a
full lexigraphy dictionary, it divides patterns into sub-trees and uses loops based on the MapReduce
model for each sub-tree to find patterns. However, the SPAMC algorithm is not effective for large
distinct items, since it takes a long time to transfer data from the MapReduce function.

4. The Proposed Algorithm
4.1. Data representation

The data structure of the proposed algorithm uses a dynamic bit vector structure that combines
the location information of the patterns on each transaction that was first proposed in the CloFS-DBV
algorithm [14], known as the CloFS-DBVPattern. In the DSPDBV algorithm, we make improvements
to the data structure to increase the algorithm's performance. Instead of being represented as a list of
positions, we use a bit vector to represent the positions of the sequential patterns on the transactions.
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To extend the patterns, we prebuilt the reference matrix for the positioning process of the candidate
pattern on the transactions, called the SMATRIX and iMATRIX.

4.2. DSPDBV Algorithm

Given a sequence dataset SDB and a sequence S € SDB, suppose SDB is divided into n
partitions. Thus, SDB =p; + p, + ... + pn. Then, sup(S/SDB) = sup(S/p1) + sup(S/p,) + ... + sup(S/py).
There are three remarks: (1) Given a minimum threshold support (minSup), the sequence S is called a
pattern if sup(S/py) + sup(S/pz) + ... + sup(S/p,) = minSup; (2) Assume S is any pattern of SDB; if S
exists in p; (1<i<n), then S is also considered a pattern in p;; (3) Given two patterns S, and Sg, where
|Sal < |Sg|, the candidate generation time of S, is less than that of Sg because S has fewer candidates
than Sg.

+¢ Distributed mining using MapReduce
Table 1: DSPDBYV algorithm

Algorithm 1: DSPDBV

Input: an SDB, a minSup and the maximum depth of child prefix tree depth
Output: complete set of frequent sequential patterns

.let isExists;

.let partitions = split SDB into n partitions;

.call DistributedDBVConversion (partitions, minSup) ;

.while (isExists)

1

2

3

4.let isExists = check if exist output for listDBVItems;

5

6 call DistributedPatMining (listDBVPattens, minSup, depth);
7

let isExists = check if exist output for listDBVPatterns;

MapReduce programing model is used for large data processing based on the theory of parallel
computing and distributed data processing model on clusters of computers. The proposed algorithm
(Algorithm 1) is implemented on a MapReduce model for parallel and distributed sequential pattern
mining. In which, a Map function performs a data conversion and generates candidates. A Reduce
function calculates the support of candidates, and candidates that satisfy the minSup value are stored.
The implementation process is then divided into two phases: (1) DBV Conversion Phase: It is done by
a Map and a Reduce function. The Map function performs Step 2, and the Reduce function performs
Step 3 of the algorithm; (2) Sequential Pattern Mining Phase: It is also done by a Map and Reduce
function. It performs Steps 4 and 5. In the mining process, this phase calls back based on the loop of
the execution of MapReduce process. MapReduce works on data defined by a pair <key, value>,
where key represents an item or a sequential pattern, and value represents a BlockInfo or a support.
Thus, while the execution of MapReduce process, the algorithm must convert the data into (key,
value). The details of this process are described in the following section.

Table 1 shows the pseudocode of DSPDBYV algorithm. First, it divides SDB into n partitions
(line 2). Then, it scans these partitions to convert sequences into the DBVItem structure and find 2-
sequences (line 3). Lines 5-7 perform the sequential patterns by mining subtrees in the same level, the
candidates are generated by extending nodes on these subtrees. This process is repeated until there are
no new candidates.

+» Distributed DBV Conversion

The dataset after being partitioned is distributed and stored in HDFS. In the DBV Converting
Phase, the data conversion process is performed in parallel by executing a MapReduce job process
(Table 2), and a Map function is called to do a partition. Each Map function builds the DBVItem
dataset. The Map function also finds sets of 2-sequences to build CMAP (line 1). There are two types
of key-value pairs that are output to the Reduce function, and key-value pairs with the same key are
transferred to the same Reduce function. If the data is DBVItems then key-value is <item, blockinfo>.
In which, the key is an item in DBVItem, and the value is blockinfo of this item (lines 2-3). The other
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is <pattern, support> if data is 2-sequences where the 2-sequence key and value support this sequence
(lines 4-5).

Table 2; DistributedDBVConversion algorithm

Algorithm 2: DistributedDBVConversion

Mapper Side
Input: a partition of sequence database p
l.scan partition data only one time to
a. DBVItems<item,blockInfo>€construct DBVItem for each item
b. sequences<pattern, support>€find 2-sequences and its support
2 .for each (dbv in DBVItems)
3. output <dbv.item, dbv.blockInfo>
4.for each (item in sequences)
5. output <item.pattern, item.support>
Reducer Side
Input: mapper output pairs <key, values> and a minSup

Output: complete set of frequent items, 2-sequences and set of DBVItems
divide by partition (listDBVItem)

l.let support;
2.let blockInfos<BlockInfo>;

3.if (key is pattern) // pattern is 2-sequence

4. for each (value in values)

5. let support = sum of sup(value);
6. if (support >= minSup)

7. output <key, support>;

8.else if (key is item)

9. for each (value in values)

10. let support = sum of sup(value);
11. add value to blockInfos;

12. if (support >= minSup)

13. output <key, support>;

14. for each (blockInfo in blockInfos)
15. output <key, blockInfo> divide by partition;

Reduce function calculates the sum support of items or 2-sequences. With the key is 2-
sequences, sum support is calculated by the sum of the value and eliminates the 2-sequences that do
not satisfy the minSup. (lines 8-12). With the key is the item, the support is counted by DBV in
BlockInfo, and items that meet the minSup condition are retained in each corresponding partition
(lines 13-15).

+ Distributed Sequential Pattern Mining

In the sequential pattern mining process, the exploitation of the entire candidate patterns on the
DBV Tree prefix tree for large data sets is ineffective due to the wide search space that requires a lot of
resources. In addition, branches of the tree are independent of each other, so the process of generating
candidates can be performed independently.
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Thus, the proposed algorithm is designed to perform a tree level to make the mining process
more flexible and require fewer resources. Candidates in the sub-prefix tree are exploited
independently in parallel by implementing MapReduce processes. Furthermore, the branches of the
tree have different heights, with the parallel exploitation of the sub-prefix trees high enough to make
the mining process achieve better load balancing. In addition, the algorithm is designed to optimize the
data transfer between Map and Reduce, and details of the implementation of distributed mining are
described in Algorithm 3 (Table 3).

Table 3: Distributed Sequence Pattern Mining algorithm

Algorithm 3: DistributedPatMining

Mapper Side

Input: a list of root nodes of child prefix tree roots, a minSup and the
maximum depth of child prefix tree depth

l.scan 1listDBVItem of particular partition only one time to
a. load list of DBVItems into DBV<item,blockInfo>
b. extract list item frequent items into items<item>
2.scan 2-sequence data only one time to construct CMAP
3.for each (root in roots)
4. call DBVPattenExt (root, DBV, CMAP, items, items, 1, depth);
Reducer Side

Input: mapper output pairs <key, values>, a minSup and the maximum depth
of child prefix tree depth

Output: complete set of frequent sequential patterns and set of
DBVPatterns divide by partition (listDBVPattern)

5.1let support;
6.let blockInfos<BlockInfo>;

7.for each (value in values)

8. let support = sum of sup(value);

9. if (key is a node at lowest depth in child prefix tree)
10. add value to blockInfos
11.if (support >= minSup)

12. output <key, support>;

13. if (key is a node at lowest depth in child prefix tree)
14. for each (blockInfo in blockInfos)

15. output <key, blockInfo> divide by partition;

Generate Candidate Pattern: Candidates are generated in parallel by the Map function. The
algorithm uses the prefix tree structure, where nodes arranged in the order of the dictionary, helping
the process of generating the candidate pattern is highly effective. Each node in the tree is a candidate
pattern, expressed in the DBVPattern structure. Data is then divided into subsets so that each node in
the tree is independently exploited in different Map functions to improve execution time. The
extending subtree process is done in three main steps: (1) building a frequent DBV set, (2)
constructing a CMAP structure, and (3) expanding the subtree (Table 3).

Find the sequential pattern: The Reduce function calculates the total support of the candidate
patterns. In addition, if the candidate pattern is the node at the last level of the tree, the Blockinfo
information of the candidate pattern is retained (lines 7-10). Candidates that meet the minSup
condition are retained (lines 10-11), and the DBVPatten information of these candidates are stored and
distributed corresponding to the input data (listDBVPattern datasets) to perform a sequential mining
phase (lines 13-15) (Table 4).

Table 5 describes the OutputDBVPattern algorithm called in the DBVPatternExt algorithm to
perform the resulting transfer from the Map function to the Reduce function. Instead of transmitting all
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the BlockInfo information of each node to the Reduce function, the algorithm only passes BlockInfo
information to the Reduce function if the node is the node at the last level of the tree (lines 1-2).
Otherwise, only the support of the node is passed (lines 3-4). This reduces the amount of data transfer
between the Map function and the Reduce function, limits the bottleneck, and increases the processing
efficiency of the Reduce function by processing fewer data.

Table 4: DBVPatternExt algorithm

Algorithm 4: DBVPattenExt

Input: a root node root, a set of frequent items DBV, a co-occurrence map
CMAP, list of extendable items sItems, iItems, and depth information depth,
maxDepth

if (depth > maxDepth)
return;

.let sTemp<item> = NULL;

1.

2

3

4.let sNode<DBVPattern> = NULL;
5.for each (item in sItem) // extendable item for sequence extension
6 if (item is not pruned by CMAP-sequence-extension)

7 if (sup(let node = SequenceExt (root, DBV (item)))> 0)

8

add item to sTemp;

9. add node to sNode;
10.for each (node in sNode)
11. call OutputDBVPatten (node, depth == maxDepth)
12. call DBVPattenExt (node, DBV,CMAP, sTemp, iItem,depth+l, maxDepth) ;

13.let iTemp<item> = NULL;
14.let iNode<DBVPattern> = NULL;

15.for each (item in iItem)

16. if (item is not pruned by CMAP-itemset-extension)

17. if (sup(let node = ItemsetExt (root, DBV (item))) > O0)

18. add item to iTemp;

19. add node to iNode;

20.for each (node in iNode)

21. call OutputDBVPatten (node, depth == maxDepth)

22. call DBVPattenExt (node, DBV, CMAP, sTemp, iTemp, depth+l, maxDepth) ;

Table 5: OutputDBVPattern algorithm
Algorithm 5: OutputDBVPatten

Input: a node of prefix tree node and flag to check if node is at lowest
depth flag

1.if (flag)

2. output <node.pattern, node.BlockInfo>;
3.Else

4. output <node.pattern, sup(node)>;

5. Experiment Results

This section presents the experimental results of the proposed algorithm. The datasets generated
from an IBM synthetic data generator. The characteristics of synthetic datasets are described in Table
6. The source codes used in the experiment were written in JAVA programing language, and the
empirical process consists of two phases. The first stage compares the execution time of the DSPDBV
with SPAMC. The second stage then tests the DSPDBYV extensibility.

In the first phase, the SPAMC and DSPDBV algorithms were implemented on synthetic
datasets with different parameters and minimum support thresholds. The algorithms were implemented
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in the Hadoop Cluster on four computers: one master and three slaves. All computers were running
Ubuntu Server 13.04 (64bit version) installed Hadoop 2.7.3 and Open JDK 1.7. All computers
communicated with each other through the SSH protocol, and the configuration details of the
machines are described in Table 7. For each experiment, the algorithm execution time was recorded.
Each experiment was conducted three times on each dataset with the same set of parameters and
support thresholds. The execution time of the algorithm was calculated as the average time of three
executions, and the execution times of these algorithms were compared.

Table 6: Characteristics of synthetic datasets

Parameter Description
D Number of sequences
C Average number of transactions per sequence
T Average number of items per itemset
N Number of distinct items

The second stage performs similar results in the first stage. In particular, the stage implemented
the DSPDBYV algorithm with different support thresholds and a different number of computers in the
Hadoop Cluster.

Table 7: Configuration of computers in the experiments

Component Master Slave
CPU Intel(R) Xeon(R) Intel(R) Xeon(R)
CPU E3-1220 V2 @ 3.10GHz | CPU E3-1230 V2 @ 3.30GHz
Memory 10GB 8GB
Storage 500GB, 7200RPM 500GB, 7200RPM
Network 2 X Ethernet 1000MB 2 X Ethernet 1000MB

5.1. Compared to SPAMC

14,000
'E 12,000 .\\
S 10,000
u . \.__-.:-. ——
» 8000 <
w
£ 6,000 —4—PSPDBV
£ 4000 -
£ == 5PAMC
& 2,000 —_—

0

MO0 M&00 M7F00 MNEDD NS00 M1000
Mumber of distinct items

Figure 1: Runtime comparison of DSPDBV and SPAMC

This experiment performed a runtime comparison on the D500KC5T5 dataset with the number
of distinct items N with values of 500, 600, 700, 800, 900, and 1000. The minSup value was set as
0.1% on a cluster with four computers. When increasing N, DSPDBYV decreases the execution time.
While SPAMC has reduced execution time when N increases from 500 to 800, the execution time
increased as N increases to 900 and 1000 (Figure 3).

5.2. Scalability and Extensibility

To test the scalability of the algorithm, the size of datasets was increased with different support
thresholds on a cluster with a different number of computers. First, the experiment on the C5T5N1000
dataset with D increased from 1 M to 5 M (the gap is 1 M).
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Figure 2: Effect of the dataset on mining efficiency

These datasets were duplicated from D500kC5T5N1000. For example, dataset
D1000kC5T5N1000 was obtained by joining two datasets (D500kC5T5N1000). The minSup support
threshold then varied from 0.1% to 0.5% (the gap is 0.1%). The algorithm executed on a cluster
consists of four computers (Figure 4).
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Figure 3: Effect of the number of nodes on mining efficiency

Next, the algorithm was performed on a cluster with a different number of computers (nodes) to
determine the effect of the number of nodes when performing a parallel mining. The experiment was
performed with a minSup support threshold of 0.2% on dataset C5T5N1000 with D changed from 1 M
to 5 M (the gap is 1 M) with 2, 3, and 4 nodes (Figure 5).

6. Conclusion and future work

In this article, a parallel and distributed sequential mining algorithm on a large sequence dataset
was proposed. The experiments were deployed on a MapReduce distributed programing environment,
and the proposed algorithm scans the dataset only one time for the entire mining process. The results
show that the DSPDBV algorithm is highly effective when parallel mining sequential patterns are
performed on cluster computers. The algorithm applies in-depth mining and parallel execution on
datasets and subtrees with the same level. Mining on subtrees instead of whole trees at the same time
improved the load balancing performance between processes. In addition, using the dynamic bit vector
structure combined with iIMATRIX and SMATRIX reduced the memory cost and computation time.
Moreover, the algorithm detected and early pruned redundant candidates by using the co-occurrence
map structure for frequent itemsets. The cost of the checking operation is lower than that of the
candidate generation, allowing the algorithm to execute with optimum time.

Due to the compactness of closed sequential patterns, this approach can be further developed to
mine these patterns. In addition, based on the efficient data structure discussed in this article, this
approach could be extended and applied to additional methods in the MapReduce model for large
sequence datasets.
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MO HINH PHAN TAN HIEU QUA CHO KHAI THAC MAU TUAN TU TREN TAP DU LIEU
CHUOI KiCH THUOC LON

Trin Minh Thai
Khoa Cong nghé thong tin, Pai hoc Ngoai ngit - Tin hoc TP. HCM
minhthai@huflit.edu.vn
Tém tit: Khai thic mAu tudn tu 12 mot linh vire nghién ctru tich cuc boi vi chung ¢6 nhidu tng dung
khéc nhau va di c6 nhiéu nghién ctru dé xuét cac thuit toan khai thac hidu qua. Vi xu hudng hién tai,
kich thuéc cuia tap dit liéu chudi dang gia ting, va nghién ctru 4p dung mo hinh xir 1y phan tan trong
bai toan miu tuan ty trén dir lidu chudi. Mot trong nhimng thuat toan ap dung mo hinh phén tan vao
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thuat toan khai thic miu tuan ty hiéu qua la thuat toan khai thac mau tuan ty dua trén mo hinh
MapReduce (SPAMC). Tuy nhién, SPAMC van con gidi han trong khai thac tdp dir li€u co sb lugng
su kién phan biét 16n. Bai bao nay dé xuit mot thuat toan phan tin nham giai quyét van dé trén, dugc
goi 1a thuat toan phan tan cho khai thac mau tun tu trén tap dir liéu chudi lén sir dung cAu trac vector
bit dong trén mo hinh 13p trinh phan tan MapReduce (DSPDBV). Ngoai ra, thuat toan dé xuat sir dung
céc k¥ thuat khac nhau dé tia sém ung vién du thira va cat giam dung luong bd nhé str dung. Cac két
qua thue nghiém cho thiy ring DSPDBYV hiéu qua va kha ning mé rong cao cho céac tap dit liéu 16n.
Hon nira, DSPDBYV hiéu qua hon SPAMC cho viéc xtr Iy cac tap dit lidu co s luong sy kién phan biét
16n.

Tir khoa: Khai thac mau tuan tir phan tan, Dé liéu 1én, Khai thac dir liéu, Vector bit dong, Mdu tuan
tw, MapReduce.
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nhién thanh ph H5 Chi Minh, nhan bang Tién sy Khoa hoc May tinh vao
nam 2017 do Pai hoc Quéc gia thanh phé HS Chi Minh cip. Anh ta tung la
giang vién va quan Iy khoa Cong nghé Théng tin truong Cao ding Cong
nghé Théng tin thanh phé HS Chi Minh tir nim 2002 dén 2015. Tir nim
2015 dén hién tai, anh ta la giang vién va 1a Truong bo mén Heé théng Théng tin thudc khoa

Cong nghé Thong tin truong Pai hoc Ngoai ngit - Tin hoc thanh phd HS Chi Minh. Linh vyc

nghién citu chinh cua anh ta lién quan dén véan d& khai thac di liéu va xu ly dit liéu lon.
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